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Introduction

All-optical machine learning framework - diffractive neural network (DNN)

Difficulties: misalignment of multiple layers and phase errors

Low accuracy (< 90% at MNIST dataset)
Hard to be implemented at shorter range (THz)

Theoretical analysis

Schematic diagram of the frameworks of (a) deep and (b) single-layer DNN 
and the equivalent diffraction matrix of (c) deep and (d) single-layer DNN at 
different Fresnel numbers.

Matrix should:  Many-to-one mapping and the arbitrariness 
Solution:          Control the Fresnel number (the diffraction process)

Experimental setup

Schematic diagram of the single-layer DNN.

a - Neuron size

λ - Wavelength

d - Diffraction
  distance

N - Pixels of each 
   side

DMD - Digital mirror
           devices

SLM - Spatial light
    modulator

Results

(a) MNIST handwritten digit and light distribution at the output plane. (b) The confusion
matrix and energy distribution percentage of numerical simulation (97.08%)  and expe-
rimental results (92.70%).

Accuracy of single-layer DNN at different Fresnel numbers. 

The optimal range of 
the Fresnel number:

We propose a new approach that controlling the diffraction related
parameter, which is the Fresnel number, can improve the network’s
capability of expression and optimize the performance of DNN.

Photonics Research, vol. 10, no. 11, 2022, pp. 2667-2676. 

We implement DNN at visible range and experimentally tested the
performance of single-layer DNN (got an accuracy of 92.70%).

Conclusion
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