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Introduction

Introduction

Fourier Transforms
» Fourier series
» Fourier integral
Orthodox statistics
» Probability distributions
» Moments, moment-generating function and central limit
theorem
» x? distribution and student’s t distribution
» Robust estimation
» Propagation of errors
Stochastic process and noise
» Stochastic process and stationary process
» Spectral density of Poisson random process and Gaussian
random process
> Filtering
» Photon and thermal noise in black body radiation

Jiachen Jiang Statistical Analysis



Fourier transform

Orthogonal basis functions

1/2
/ cos2mnxsin2mnxdx = 0
=i/

1/2 1
/ cos2mmxcos2mnxdx = —0mn
~1/2 2

1/2 1
/ sin2mwmxsin2mnxdx = = mn
~1/2 2

Series expansion f(x) in the range [-0.5:0.5]

o0
f(x) = %0 + Z(anc0527rnx + bpsin2mwnx)
1
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Fourier transform

Fourier series
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Fourier transform

Extended fourier series

o
= % Z apcos2mnx/L + bpsin2mnx/L)
1

/ x)cos2mnx /Ldx
L/2

L/2
/ x)sin27mnx / Ldx

In complex form
o

f(X) _ Py 127rnx/L
gy — 1/00 f(x)e 2m™/Ldx
"2
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Fourier transform

Show me an example

where 0 < |x| <7

sin3x

3

4
f(x)= ;(sinx +

sinbx
5

(13)

(14)

Hey,

Show me the picture on the board!
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Fourier transform

Fourier integrals

L — o0 -
f(x) —/ F(x)e'?™ds (15)
F(s) = / f(x)e 2™ dx (16)
Points off

Coefficients are different in different fields.
Jiachen: define —/ transform as the forward transform and +/ as

the reverse transform
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Fourier transform

Properties of fourier integrals

1. Symmetry properties

f(x) F(s)

Real and even Real and even
Real and odd Imaginary and odd
Imaginary and even Imaginary and even
Complex and even Complex and even
Complex and odd Complex and odd

Real even plus imaginary odd Real
Real odd plus imaginary even Imaginary

2. Scalar multiplication

af (x) = af (x (17)

=00) | B — ) - B (18)
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Fourier transform

Dirac delta function

f(x):/ dse"zmx/ f(x')e_"zmxldx' (19)

— / dx'f(x)][ / e2ms(x=x) ] (20)

e e2ms(=x) ds — 0 when x # x’
A conventional definition of the Dirac delta function is §(x) = 0 for
x # 0 and yet the delta function integrates to unity

/oo I(x)dx =1 (21)

where

5(x) = / " eirmx g (22)

—00
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Fourier transform

Parseval’s theorem and a power spectrum

Parseval’'s theorem

/ ‘f(t)’2 —/ dt/ F(V)eizﬂl’tdy/ F*(V/)e*2l'7r1/tdy/
(23)

:/ dvF(v)F % (v) = / |F(v)|?dv (24)
S5 [£(£)]? in the time domain equals [*°_|F(v)|?dv in the
|2

frequency domain. And the |F(v)|® is the power spectrum in the

frequency domain.
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Fourier transform

Power specturm

Exponentially decaying oscillator

f(t) = e "/ 2sin2mupt (25)

o ) o0 )
F(u):/ f(t)e_Q””’t:/ e "2 2 sindmet (26)
—00 —00
1 1 1
= 5l il ——
2 2w 4 2wy — iT /2 2w — 27wy — il /2

Only keep the positive frequencies near 1y and with small damping
(M << 27m1p)

(27)

1 1
4 (27v — 2mp)? + (T /2)?

[F(v)P? ~ (28)

Hey,

Show me the picture on the board!
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Fourier transform

Power spectrum

The power is proportional to |f(t)|> and according to Parseval’s
theorem to |F(w)/?
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Fourier transform

Properties of Fourier transform

1. A narrow function in the time domain coreesponds to a broad
function in the spectral domain, and vice versa.

2. And additional scaling in amplitude is required with similarity
properties.

3. Translation in the time domain corresponds to a phase winding,
and vice versa.
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Fourier transform

Properties of Fourier transform

Time shift

Flalt )] = X(ju)e50

Proof: let ¢/ =t + o, i.e.. ¢ = ¢/ F tp, we have
Fla(t £)] / Tt tto)e it = f 2(t)e T g

e q
et [ )t = X ()t

Frequency shift

FX (o )] = 2(E)e

Proof: Let v/ = w Fwy, i.e., w = & Fwy, we have
1

FUG )] o [ Xt = o [ X ()T

2r 2

1 e .
e /_  X(u)e ' = 2ft)eT

Time and frequency scaling

Flelat)] = %X(‘;—’) or

Proof: Let u = at, i.e., t = u/a, where a > 0 is a scaling factor, we have

Fle(at)] = ]_:r(at)e”“'ﬂ f_:I(u

et au/a) = 1x(2)

Flaz(at)] = x(%)

w
a
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Fourier transform

Convolution

The convolution of two functions are defined as
g0)= | AWhx - u)ds

g="fxh

Properties
frg=gxf

fx(g+h)=Ffxg+fxh
i (x) x f(x) <> F1(s)Fa(s)
f(x)fa(x) < Fi(s) * Fa(s)
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Fourier transform

Autocorrelation and Wiener-Khinchin theorem

Cross correlation of two functions are defined as

g(x) = /Oo i (0)h(x + u)du (35)

g(x) = fi(x) x fa(x) (36)

Hey,

Show me an difference from the convolution on the board!
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Fourier transform

Autocorrelation and Wiener-Khinchin theorem

Cross correlations are not commutative
However,

fL(x) x fa(x) > Fi'(s)Fa(s) (37)

Particular, the autocorrelation is
f(x)* f(x) < |F(s)]? (38)

which peaks at s = 0.
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Fourier transform

Common functions and Fourier pairs

v

Boxcar IM (x| < 1/2) < 6(s)

Triangle A (|x| < 1) <> sinc?(s)
Step function H (x > 0) <> 1/25(s) — i/(27s)
(5(x+1/2)—;6(x—1/2))

v

v

v

Even impulse pair // COSTX

Odd impulse pair // (6(X+1/2);5(X71/2)) sinTx
Shah )" 6(x — n) Shah(s)

v

v
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Fourier transform

Aliasind and Shannon’s sampling theorem

Most common method to measure a continuous function is at
regular intervals At

G(v) = F(v) * shah(vAt) (39)

If (At)™! < 2Umax, replicas overlap and information is lost, which
is known as the aliasing.
If (At)™! > 2upax, there is no loss.
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Orthodox statistic

2.1 Probability distributions

Get me prepared,

Both discrete and continuous random variables may be correlated
with probability distributions.

Zi Pi(xi) = 1 (40)
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Orthodox statistic

2.1 Probability distributions

If x; are real valued, a cumulative or integral probability P(x) can
be defined as

X; <X
P(x)=> pi (41)
and the derivative of the function is the probability density
dP(x
p(x) = L (42)

» For a discrete random variable, p(x) consists of a set of delta
functions

PO = pid(x = x) (43)

» The quantity p(x)dx (p(x)) corresponds to of having an event
within the integral dx at x.
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Orthodox statistic

2.1 Probability distributions

Binomial distribution
The number of combinations of n things taken k at a time

Ck n!

"= k(n— k)] (44)

Let's flip a coin, which has 50/50 chance of coming up heads, there
is a total of 2" possible outcomes. The probability of obtaining k

heads is "
pe = Chn(= CEFEL = )Y) (45)
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Orthodox statistic

2.1 Probability distributions

Poisson distribution

Extend the concept of probability to MULTIPLE and DISCRETE

outcomes by taking a limiting case. n — oo while f — 0 in a wa
that nf = a. Then,

. k . n! N n
A G = =R T & (46)

: _on\n—k _ | A YT _ \a/f _ _—a
nﬂToo(l f) - nll>Too(1 f) a nﬂToo(l f) € (47)

In terms of probability density,

>k
p(k) = ™Y Zd(x = k) (48)
k=0

The cumulative probability distribution function for the Poisson
case is related to the incomplete gamma function.
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Orthodox statistic

2.1 Probability distribution

radioactive decay at the average rate r

Ilﬁlllkllllilllllhlllll

At —| |—

see a = rt events. (Credit: E. C. Sutton)

The probability of k events is

Figure: Subdivide the time from 0 to t into narrow bins with width
of At in order that no two pulses are in the same bin.One expects to
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Orthodox statistic

Poisson noise in image

Figure: Poisson noise with different mean a= 1, 5, 99
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Orthodox statistic

2.1 Probability distribution

Gaussian (normal) distribution
n — oo but with finite f so that nf — co. The probability will peak
near k = nf — oo. Stirling's formula,

n 1
| =~ = — b
n! \/27rn(e) 1+ T ) (50)
= CEPH =) e (Bt (ke ke
2mtn n n
(51)
Consider at small deviations € around nf, let k = nf + ¢ where
€ << nf,
1 1 2
- (52)

Pk%m f(l—f)eXp[_m]
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Orthodox statistic

2.1 Probability distribution

Conventional form 02 = nf(1 — f) and a mean value ;1 and pass
from the discrete to the continuous,

1 —(x— o
,D(X) = me (x—n)? /202 (53)
Cumulative probability
_ [ _1 X~ p
Puyiﬁmmm&_2p+aa¢%n (54)
where the error function is defined as
2 X
erf(x) = ﬁ/o e_t2 dt (55)
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Orthodox statistic

2.1 Probability distributions

L L L L L L L L

1.0
0°=0.2,
02=1.0,
02=50,

, 0%2=0.5, -

oA -:

0.2> 1 |\
- /fj j\\\\ .

oo

TEET
|
N

|—1

0'0—'_.|. L

-5 -4 -3 =

Figure: Probability density of Gaussian distributions for different 1 and
o
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Orthodox statistic

Gaussian noise in image

Figure: Gaussian noise with zero mean and different deviation
oc=0.51,5.
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Moments

2.2.1 Moments of a distribution

Known distribution p(x)

Oth order
The law of probability distributions

1= / - p(x)dx

—00

1st order

The mean of the distribution is

“+o0o
p=<x>= / xp(x)dx

—00

(56)

(57)
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Moments

2nd order
The variance of the distribution is

2= [ wpte)ds (59)

—0o0

» The normal distribution is a two independent parameter
distribution with a mean 4 and a standard deviation o.

» The Poisson distribution is a one parameter distribution
with a mean p = a and a standard deviation o = \/a.

CAUSE SOME PROBLEM — Student’s t distribution

higher order

Higher orders are no longer robust indicators. (Don't hurry! We
will talk about it in minutes!)
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Moments

2.2.2 Moment-generating function

Let's do Fourier transform!

+o0 .
o0 = [ petax (59)
oo 1 ;
_ / POIL + ke — SKE = SIS+ Jdx (60)
1\2 1\3
:i+ik<x>+('§l)<x2>+(';)<x3>+... (61)

¢(k) generates the moments of the distribution, known as the
moment-generating function.
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Moments

2.2.2 Moment-generating function

Normal distribution

+oo ]. 2 2 2 ik
o= [T et ()
—0o
Gaussian’s Fourier transform is still a Gaussian multiplied by a
complex factor.

fix+y)=x+y

// KoY p(x)dxp(y)dy = dx(k)d, (k) (63)

Moment-generating function of the sum of two independent ran-
dom variables is the product of their individual functions.

Jiachen Jiang Statistical Analysis



Moments

2.2.3 Central limit theorem

Consider a random variable x with a probability density p(x), mean
u, variance o2 and unspecified higher moments.

bxp (k) = / e =1) p(x) dx (64)

Zero mean?!
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Moments

2.2.3 Central limit theorem

n measurements of x and form the sum and average, from the
transform of f(x +y) =x+y

S X1+ x4+ ...
===
n n

2 2
a1l = [ = 1= 2525 L 05y

When n — oo

¢afux(k) _ e—k2g§/2n

VI n(a— )2 /202
V2o
This is normal distribution with mean p, = ux and a standard
deviation o, = 0x/+/n, no matter the initial distribution p(x).

p(a) =
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Moments

2.2.3 Central limit theorem

Rainfall

A5

>1.5

1
.05 ’_LL .05
| e s B | L1 1 1 1 | —
5 1 15 5

- 10
inches/day inches/month

Figure: Left panel: 0.74 days in 1995 Urbana, lllinois had less than
0.1 inches of rain. Six days had more than 1.5 inches. Right panel:
Monthly rainfall statistics for 25 years (1984-2008) is fit using
Gaussian shown in a dashed line. (Credit: E. C. Sutton)
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Moments

2.2.3 Central limit theorem

» Well-defined mean and standard deviation

» Whenever you add or average large numbers of data, the sum

or average of measurement approaches a normal distribution.
The width gets narrower with variance reduced by n and the
standard deviation reduced by /n.

It only works for random errors but not systematic errors,
generated by some specified physics process. And other
mathematical operators such as power, exponentiation or even
multitude doesn’t work.

Jiachen Jiang
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Moments

2.3.1 ¥ distribution

Consider a variable x is described by a probability distribution p(x)
with known p and . We make n measurements of x. Define a
quantity known as

=Y (Y (69)
i=1

g

to how well this set of data is described by a normal distribution.
Also defined reduced 2 as

=X (70)

where v = n — m and m is the number of degree.
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Moments

2.3.1 ¥ distribution

If we assume p(x) is a Gaussian, we can calculate the probability
density of x?

1 2
2 _ 2yn/2-1 —x2/2 71
The expectation value of x? is the mean of the distribution

<x’>=n (72)

m=2 if the mean and the standard deviation are derived from the
data instead od being assumed a priori. Then

2
<x2> w
<x2>= ——=-=1 (73)
and the variance
o?(x*) = 2v (74)
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Moments

. = 3 O )
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Figure: Values of x? for which the probability of x? exceeding that
probability at the top of each column.
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Moments

x? distribution

X2 is also used to fit a function to a set of data. Consider

independent variable x; to be error free and variable y; to have
uncertainties o;.

2 =3 iy (75)
=1

The functional parameters are chosen to minimize x?.
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Moments

x? distribution

Linear fitting
N: — aN/)?
S — zu (76)
o
« is used to minimize L,.
SNIN;
= (17)
z J
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Moments

x? distribution

.able 3-1  Critical Values of the 2 Distribution

df 0995 0975 0.9 0.5 0.1 0.05. 0.025  0.01 0.005 df

1 000 000 0.016 0.455 2.706 3.841 5.024 6.635 7879 1

2 0.010 0.051 0211 1.386 4.605 5991 7378 9210 10597 2
3 0.072 0.216 0584 2366 6.251 7815 9348 11345 12838 3
4 0.207 0.484 1.064 3357 7779 9488 11143 13.277 14.860 4

5 0412 0.831 1610 4.351 9.236 11070 12832 1508 16750 5
[ 6
7 7
8 8
9 9

0.676 1.237 2.204 5.348 10.645 12592 14449 16812  18.548
0.989 1.690 2833 6346 12017 14067 16013 18475  20.278
1344 2,180 3490 7344 13362 15507 17535 20090  21.955
1.735 2.700 4.168 8343 14.684 16919 19023 21.666 23589

10 2156 3.247 4.865 9342 15.987 18307 20483 23209 25188 10

11 2,603 3816 5578 10.341 17275 19675 21920 24725 26757 11
12 3.07 4.404 6304 11.340 18549 21026 23337 26217 28300 12
13 3.565 5.009 7042 12340 19812 22362 24736 27688 29819 13
14 4.075 5.629 7790 13339 21064 23685 26119 29141 31319 14
15 4.601 6.262 8547 14339 22307 24996 27488 30578 32801 15

Figure: Values of x? for which the probability of y? exceeding that
probability at the top of wach column.

Large x? value probably means the incorrect choice of the func-
tion.
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Moments

Wait a minute!

More generally, we have variable x; described by probability density
p(x) with unknown moments x and o.

If we know, why we need to measure it...

Do n measurements x;, i = 1,2,3...n. Then, Best estimate of mean
%

Hisx = -

, which we call sample mean. Best estimate is

S (xi—x%)?

variance o2 is s> = ~———, which we can sample variance.

A set of measurement2, 3, 4
L 2 (x—%)?

Sample mean: X = = 3. Sample variance: s?> = A =

1 What is the probability that the mean of this d|str|but|on u > 47

Jiachen Jiang Statistical Analysis



Moments

400 ef(x73)2/2s2

4 \V21s
+oo /3 e—3%(x=3)%/2s?
4 vV 27s

dx = 0.159

dx = 0.159

WRONG!
Cause s is the only estimate of o.
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Student’s t distribution

Pltv) = 2or T

Moments

)

v

t2)—('u+1)/2

Density of the #distribution (red) for 1. 2.3, 5, 10, and 30 degrees of freedom compared fo the standard

normal distribution (biue).
Previous plots shown in green.
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Moments

2.4 Robust estimation

What about the sample mean X7 |s it the best estimator of the
central moment p? It is the best if we assume the probability
distribution is a Gaussian. (minimum x?2). However it is NOT when
there are large fluctuations. Errors which are not Gaussian
distributed are called "outliers".

o

” median
[ x

Figure: An outlier may greatly affect the average. Credit: E. C. Sutton
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Moments

2.4 Robust estimation

0 0.005 0.01

Figure: If there are large fluctuations, it will lead to improper functional
parameter by minimizing x2. Left panel: Straight line fits with or without
outlier. Right panel: Linear fitting with large group of data.

We need a penalty function, which reflects the outliers’ probability.
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Moments

2.4 Robust estimation

Possible choices are

SR
" g;
1

Xi

1 x —
Z,-: log(1 + 5( p-

X

%)

Jiachen Jiang Statistical Analysis



Moments

2.5 Propagation of errors

x=f(u,v...)
0X 9 Ox ., 0x
2 — -
72 = ADP 4 ArP +2x B (o)) (e4)
If u and v are uncorrelated, cross term vanishes.
o0x Ox
2 2,09X1 2,09X\2
UX _Uu(au) +Uv(av) (85)
Show me examples
» x=au+bv
02 = 3’02 + b’o2 (86)
> X=auv
02 /3% = 02 fu? + 022 (87)
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Stochastic process and noise

3.1 Stochastic process

Time-dependent random variable x(e, t), where € is the possible
realization of x.

We cannot assign p(e) or p(e)de!

Instead, for a fixed time t, we have p(x, t)
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Stochastic process and noise

3.1.1 Stochastic process

Get me prepared The ensemble mean (mean over the ensemble ¢)

+o0o
n(t) = Ex(t) = / x(€, t)p(x, t)dx (88)
The ensemble variance
+oo
o?(t) = E(x(t))* — (Ex(t))* = /_ [x(e, )7 p(x, t)dx — (n(t))?

(89)
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Stochastic process and noise

The autocorrealton

+00
R(tl, t2) = EX(tl),X(tz) = // X1X2p(X1,X2, ty, t2)dX1dX2
(90)
The autocovariance
C(t1, t2) = E[x(t1) — m]lx(t2) — n] (91)

+o0
= // (a —m)(x2 —m)p(x, x2, t1, t2)dx1dxo (92)

= R(t1, t2) — n(t1)n(t2) (93)
o?(t) = C(t,t) = R(t, t) — n?(¢) (94)
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Stochastic process and noise

3.1.2 Stationary Process p(x)

R(tl,tg):R(T) (95)

Even function!
R(0) corresponds the average power of the process;
C(t,t) corresponds the covariance.
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3.2 Poisson random process

Recall the realization of Poisson process
T>0
R(T) =C

T=0
R(T):C1+C25(T)

Stochastic process and noise
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Stochastic process and noise

3.2 Poisson random process

Autocorrelation of poisson random process to be taken in the
ot — 0
SHOW ME AN EXAMPLE!

+o0
R(t1,t2)=// x1x2p(X1, X2, t1, t2)dxy dxa
— 00

T>0
R =YY (At) Y (At) H(rAt)? = r?

T=0
R =Y(At) 1 (At) (rAt) = r(AL) !

Finally in the limit of At — 0,
R(7) = r* + ré(7)

S()=r®v+r

limit

(101)

(102)
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Stochastic process and noise

White noise

S(v)=r’év+r (103)

The spectrum of a Poisson random noise (short noise) is white
(flat) except v = 0.
Cosmic noise...

Help focus? Yes it does to me!
Help sleep? Yes it does to me!
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Stochastic process and noise

Filtering

Let's skip something!

y(f) = x(£)h(f) (104)

For example,
low pass filter h(f) = I'I(%)
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Stochastic process and noise

Noise

Blackbody radiation intensity

2h13

b= c2(eh/kT —1)

(105)

dE = I, dAdtdQd (106)

Jiachen Jiang Statistical Analysis



Stochastic process and noise

Noise

Consider etendue of AQ = A\? and a single polarization equivalent
to considering a single mode, the mean power is

hv
,energy per photon times the photon occupation number.
2 o _
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Stochastic process and noise

Noise

Photon noise hv >> kT
<AP?>=<p>hv (109)

fluctuation
< An® >=<n> (110)

Thermal noise hv << kT
<AP? >=<p> kT =< p>? (111)

fluctuation
< An? >=< n >? (112)
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Stochastic process and noise

The blackbody power spectral (power per mode) of thermal noise is
P(v) =~ kT In real life, an RC filter

1

h(v) = T (113)

0% = kTrve (114)

Johnson noise...
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Conclusion

Thank you!
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