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Machine learning (ML) is a versatile technique to rapidly and efficiently gen-
erate insights from multidimensional data. It offers a much-needed avenue to 
accelerate the exploration and investigation of new materials to address time-
sensitive global challenges such as climate change. The availability of large 
datasets in recent years has enabled the development of ML algorithms for 
various applications including experimental/device optimization and material 
discovery. This perspective provides a summary of the recent applications of 
ML in material discovery in a range of fields, from optoelectronics to batteries 
and electrocatalysis, as well as an overview of the methods behind these 
advances. The paper also attempts to summarize some key challenges and 
trends in current research methodologies.
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≈106 crystalline materials and ≈109 molecules 
while there are estimated to be at least 1060 
possible small organic molecules alone.[2]

With the development of cheminfor-
matics tools, it is now easy to represent 
any molecule or material uniquely by 
a row of numbers in a way computers 
can understand. ML operates on these 
representations and finds the attributes 
important to the behavior/properties/
performance of known materials, and 
consequently enables exploration of new 
chemical spaces. Even imperfect predic-
tions can inform scientists of where to 
dedicate computational or experimental 
resources to maximize the probability of 

making an advancement. The results of these explorations can 
be employed in further training and refining the model.

In this perspective, we describe recent applications of ML in 
the development of materials for energy-related applications. 
Primarily targeting an experimentalist reader, we provide an 
analysis on the effectiveness of current methods as well as 
their shortcomings. Both the “theoretical” approaches (based 
on computed data) and analysis/optimization of experimental 
data are discussed. We conclude by offering our perspective 
on ways to address the current challenges associated with 
applying ML in materials design and directions for future 
development.

2. How Machine Learning Works

ML, in essence, is a function fitting (regression) endeavor 
based on several known values of a function at some input 
points (training data). ML approaches have multiple flavors, 
depending on the type of data utilized and the reward system. 
This includes supervised learning, unsupervised learning, 
reinforcement learning, generative models, etc. In supervised 
learning, data needs to be labeled first, which then can be used 
to find the relationship between the inputs and the labels. 
Known relationship can then be used to predict the target prop-
erty for new inputs. Examples include predicting properties 
of materials such as formation energy and bandgaps. Within 
supervised learning, there exist two broad types, regression and 
classification. Regression modeling involves predicting a vari-
able value over a continuous spectrum, for example, bandgap, 
elastic modulus, formation energy, etc. Classification involves 
categorizing a variable, for example, classifying materials into 
metallic or non-metallic.

The ORCID identification number(s) for the author(s) of this article 
can be found under https://doi.org/10.1002/adfm.202104195.

1. Introduction

We now live in the era of data. Our daily interactions, from the 
groceries we buy to the music we listen to, all generate massive 
amounts of data that can be collected and analyzed to extract 
insights, make predictions about future behaviors, and there-
after be used to make business decisions to capitalize on the 
data. The explosion in data availability has led to rapid develop-
ment of machine learning (ML) techniques—a series of scal-
able statistical algorithms for multidimensional data analysis, 
such as interpolation and extrapolation of existing data to new 
examples.[1]

Now the experts in other domains can leverage the power of 
ML in their own fields too. One such exciting application of ML 
is the design and optimization of materials, particularly those 
enabling society's transition toward sustainable energy (e.g., 
batteries, fuel cells, photovoltaics, etc). In solving this time-sen-
sitive design problem, it is becoming increasingly evident that 
traditional trial and error methods are simply too inefficient, 
given the vastness of the chemical combinatorial space, where 
human intuition is often inadequate to capture the trends in 
materials properties. In fact, today we have only explored  
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Unsupervised learning analyzes unlabeled data and focuses 
on grouping and finding existing patterns or similarities in the 
data. Reinforcement learning involves optimizing a models 
ability to complete a task via a set of decisions. This is done 
by rewarding or penalizing the model's decisions based on the 
actions it has performed. Within material science at this time, 
supervised learning is most commonly used.

To investigate complex data, such as images or crystal struc-
tures, the data must be first encoded as a list of numbers to 
make them amenable to ML analysis. For example, an image 
may be encoded using a list of pixel colors and brightness 
values, yielding a multidimensional input that can be fed into 
the regression machinery to provide a (multidimensional) 
numerical output of a function, such as 0 for a cat, 1 for a 
human, 2 for a table, and so on.

The number of inputs and outputs (dimensionality of the 
data) is often significantly larger than one (sometimes thou-
sands), and the available data points are not necessarily located 
on a regular grid, making it difficult to interpolate using con-
ventional methods.

Given that the analytical form of the desired function is usu-
ally not known, the method resorts to fitting the data locally 
using a spline-like interpolation in between neighboring data 
points. Statistical comparison to a hidden subset of data (valida-
tion dataset) allows one to choose the stiffness and smoothness 
of these splines that minimizes the prediction error.

Such locality highlights the prescient problem of ML: its 
inability to generalize, that is, extrapolate into the regions of 
parameter space where no training data is available. A straight-
forward approach to deal with this problem is to either pro-
vide more data or to use some stiffer, longer-ranged splines (or 
splines whose functional form follows the known physical law 
for the problem at hand).

A more sophisticated approach to minimize ML's short-
comings is to re-encode the inputs by exploiting some domain 
knowledge and in such a way reduce the dimensionality of the 
parameter space. For example, fitting a parabola can require an 
infinite number of adjustable parameters (splines) between all 
pairs of points, or just two constants a and b for f(x) = ax2+ b if 
the functional form is known. In “symbolic learning” one can 
even learn which functional form to use.[3]

In another example, an infinitely large image can be split 
into smaller blocks of pixels, that are analyzed independently, 
but using the same shared set of parameters (so-called convo-
lutions), thus reducing the overall number of free parameters. 
For each block, the presence of some features (e.g., vertical or 
horizontal lines) can be extracted, compressing the image into 
a lower-dimensional representation. In both examples, dimen-
sionality reduction allows for the number of adjustable param-
eters to be decreased, thus requiring fewer data points to obtain 
a good fit. In the presence of infinite data, ML turns into a basic 
statistical analysis that allows compressing all data into a semi-
analytical representation and interpolating between known data 
points. However, data is always scarce (compared to the dimen-
sionality of a problem at hand). For example, even with high-
throughput experiments or computations, data acquisition is 
too slow and cannot collect sufficiently rich and diverse training 
dataset. New developments in the field of ML are constantly 
being developed aiming to make more accurate predictions in 

the regime of low data. All of them, in one form or another, are 
variations of the above approaches—embedding the domain 
knowledge or applying the same transformation to different 
blocks of data.

One such technique is transfer learning, also known as few-
shot learning, where domain knowledge (e.g., understanding of 
what an image is and what features it can have) is embedded 
by pretraining the model in the regime of big data, and then 
this model is fine-tuned to analyze some new features on a 
smaller dataset (e.g., images of chest X-rays). Similar in concept 
but with somewhat different implementation is data fusion,[4] 
where additional domain knowledge is embedded by com-
bining different but complementary sources of data to create a 
larger or richer training dataset.

3. Parameter Space Optimization and Design  
of Experiments
Traditional materials research, much like other scientific 
domains, heavily relies on parameter exploration/optimiza-
tion. In small parameter spaces, a comprehensive sweep (grid 
search) is typically affordable. For large parameter spaces, opti-
mization generally involves modifying variables one at a time 
and following the local gradient until an optimum is achieved. 
This procedure quickly becomes prohibitive for a larger 
number of parameters and does not guarantee finding a global 
minimum or maximum. Noise in experimental measurements 
further undermines the reliability of such procedure.

The development of robust open-source libraries[5] and free 
online services[6] have increased the accessibility of techniques 
such as Bayesian optimization. These methods offer experi-
mentalists the ability to “objectively” evaluate past data and 
efficiently explore the parameter space to optimize the desired 
objective, for example, maximize electrolyte conductivity, elec-
trode voltage, solar cell performance, etc.

In Bayesian optimization, just like in conventional ML 
regression, all available data points are interpolated with the 
aid of some splines (often Gaussians), creating a map of the 
parameter space (Figure 1a).[7–10] A notable addition is that the 
confidence of the predictions is also estimated at each point. 
The parameter space is initially treated as a random function 
with a prior probability distribution, popular method being 
Gaussian process. This probability distribution acts as the con-
fidence interval for any given interpolated point. An acquisi-
tion function then can be derived from this prior, aiming to 
minimize the variance for the model at large, by proposing 
new locations in which data can restrict the model the best. 
Regions of the parameter space far from the already explored 
data points have larger uncertainty, indicating that explora-
tion there may be fruitful, as they might contain the desired 
optimum.

Overall, Bayesian optimization is mathematically proven to 
be a more efficient search strategy.[5] Oftentimes, less than 100 
experiments are required for finding an optimum in 5D–6D 
spaces, as opposed to ≈100  000 data points in a rigorous grid 
search. Packages such as Phoenics[7] allow for relatively easy 
deployment and integration of Bayesian optimization into 
existing workflows making it ever more accessible to users.
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3.1. Compositional Space

One of the possible applications of Bayesian optimization is 
the exploration of a compositional space to improve desired 
properties. For example, Homma, et al. have applied Bayesian 
optimization to tune the ionic conductivity of a ternary solid 
electrolyte system (Li3PO4/Li3BO3/Li2SO4). They explored the 
continuous 3D search space spanned by the ratios of each con-
stituent (Figure 1b) and followed the experimental plan devised 
by the algorithm. With only 25 experiments (out of totally 
5151 possible tests), 15 of which served as initial training data, 
they derived a composition that gave an ionic conductivity of 
4.9 × 10−4 S cm−1 (300 °C), which was threefold higher than any 
binary forms of the same three materials.[11]

Another study by Harada, et al. sought to optimize the ionic 
conductivity of a known material system, the CaO- and Y2O3-
co-doped NASICON-type LiZr2(PO4)3.[12] Apart from demon-
strating the benefit of Bayesian optimization, they showcased 
the promise of multi-objective Bayesian optimization (MOBO). 
In this co-doped system, the relationship between the desired 
mechanical and phase stabilities and the conductivity was 

shown to be difficult to navigate by intuition. To tackle this 
issue, MOBO was used to optimize the pareto frontier—a set of 
points where the improvement of a particular objective cannot 
be made without sacrificing the other—of two objectives (rela-
tive density and ionic conductivity) (Figure  1c). MOBO was 
demonstrated to be more effective than a random search even 
on a small experimental sample space (47 samples), and its effi-
ciency was shown to greatly improve in larger spaces.

Bayesian optimization has also been applied to the develop-
ment of aqueous electrolytes for batteries. In a recent example, a 
robotic platform coupled with a Bayesian optimizer was used to 
explore optimal combinations of mixed-anion aqueous electro-
lytes for use in Li- and Na-ion batteries.[13] The chemical space 
consisted of nitrates, sulfates, halides, and perchlorates of Li 
and Na. The conductivity, pH, and electrochemical stability of 
all different combinations were evaluated and optimized con-
tinuously without human intervention (Figure  1d). Using this 
approach, an optimal blend of two saturated aqueous electro-
lytes (6.7 mL NaClO4 with 0.3 mL NaNO3) was found, with an 
improvement in the electrochemical stability window relative to 
the NaClO4 baseline.

Figure 1.  a) Overview of Bayesian optimization; a prediction for the true underlying function is made based on observed values along with the uncer-
tainty of the current predictions. b) Ternary component contour map of Li-ion conductivity with labeled points representing proposed experiments by 
Bayesian optimization. Reproduced with permission.[11] Copyright 2020, American Chemical Society. c) A plot of relative density versus Li-ion conduc-
tivity with a distribution of experiments proposed by multi-objective Bayesian optimization and the associated pareto frontier points. Reproduced with 
permission.[12] Copyright 2020, Royal Society of Chemistry. d) Improvement to maximum electrolyte stability window as a function of experimental 
iterations; Comparisons between Bayesian optimization and random sampling. Reproduced with permission.[13] Copyright 2020, Elsevier.
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Using Bayesian optimization and employing data fusion of 
experimental and density functional theory (DFT) data, Sun, 
et al. searched for a stable alloyed organic–inorganic perovskite 
composition.[4] The CsxMAyFA1−x−yPbI3 (MA = methylammo-
nium, FA = formamidinium) was subjected to humidity, heat, 
and light stress tests, with their degradation monitored via 
camera and processed. DFT Gibbs free energy data allowed to 
eliminate portions of the compositional space deemed unstable, 
decreasing the search space where experimental tests should be 
employed. This approach revealed a formamidinium-rich Cs-
poor composition (Cs0.17MA0.03FA0.8PbI3) exhibiting >17x  sta-
bility increase over pure MAPbI3 while only sampling 1.8% of 
the total search space.

3.2. Device Fabrication

Device optimization is another domain where ML can be used 
to improve the performance, layer composition, layer thickness 
and even testing conditions. As with many cases of applied ML, 
the key challenge remains in the acquisition of a dataset.

For organic light-emitting diodes (OLEDs), modifications to 
a device layout, such as material interface and thickness, can 
drastically change the photon yields of the device. By ranking 
the structural features (band structures, layer thicknesses) by 
the impact on the device performance (current, power, and 
quantum efficiencies), the optimal device structure can be 
achieved with greater efficiency. In the work by Janai, et  al., a 
multivariate regression model was built using random forests 
to correlate the device efficiency with input parameters.[14] The 
surrogate model was then used to sample new input combina-
tions that maximize the device efficiency, allowing for a signifi-
cantly reduced search space for further experiments.

In the realm of organic photovoltaics, David, et al. used ML 
to investigate factors affecting stability. They fabricated ≈1900 
experimental devices with various materials for transport and 
active layers and investigated the devices under several testing 
conditions. The model was able to elucidate the most detri-
mental and beneficial device elements, an impressive feat as 
the device parameters (transport/active layer composition/
thickness) are often convoluted and, therefore, the individual 
contributions are challenging to pinpoint. Among the different 
materials that were studied, the best transport layer to improve 
stability was found to be bathophenanthroline while the worst 
was PEDOT:PSS.[15]

ML has also been used to optimize the bulk heterojunction in 
the active layer of solar cells as demonstrated by Kirkley, et al.[10] 
Aiming to improve the power conversion efficiency (PCE), the 
authors optimized the donor fraction, solution concentration, 
annealing time, and temperature. With this model, they were 
able to more effectively optimize the active layer, through two 
rounds of experiments. After the first round, a rough map of 
the impact of various variables on the PCE was established. The 
second round was then used to fine-tune the peaks, increasing 
the data point density in these regions.[10]

Coupling ML with high-throughput experiments can be used 
to produce a more accurate and relevant dataset and allow for 
a more thorough exploration of the parameter subspace. Du, 
et  al. created a fully automated system, capable of fabricating 

every aspect of the solar cell, from deposition, annealing, and 
modifying up to 100 various parameters. The automated system 
could also characterize the material by photographing the 
layers, obtaining UV–vis measurements, and current density 
versus voltage measurements. The trained ML model provided 
a better understanding of how various parameters influence 
each other with respect to device performance and stability. For 
instance, changing the amount of ordered phase of the donor 
material was linked to higher power conversion efficiency, 
while spin-coating speed and lower annealing temperature 
were found to have the biggest impact on device stability.[16]

Inkjet printing is a common method for easily depositing 
device layers for such high-throughput testing. The rapid depo-
sition of small droplets allows one to rapidly populate a sub-
strate using low volumes of reagents. However, in order to 
obtain consistent results, the printer must be able to supply 
similarly consistent sized droplets arranged in a way to main-
tain suitable yield. By tuning printer settings of jetting pres-
sure, valve actuation rate, and the movement speed of the 
nozzle, the printer controls the volume, deposition rate, and 
spread of the droplets in question. Siemenn, et  al. further 
applied image recognition to identify droplet fitness to gauge 
the optimal deposition parameters for testing.[17] To minimize 
convergence time for such methods, Bayesian optimization was 
found to proceed at twice the rate compared to stochastic gra-
dient descent methods in finding the optimal printer settings 
for the experiment. By shortening this time, new compositions 
can thus be tested more rapidly and with fewer wasted mate-
rials during testing.

3.3. Materials Synthesis

Materials synthesis is another area amenable to ML-guided 
improvement since even the simplest synthetic pathway 
depends on many variables. Voznyy, et  al. used Bayesian opti-
mization to improve PbS quantum dots synthesis, focusing 
on monodispersity (represented by the full width at half max-
imum of the first exciton peak) as a target for each nanoparticle 
size.[18] The ML model was trained on 2000 experimental data 
points digitized from old lab notebooks (most being repeats) to 
create a continuous map of the parameter space. This enabled 
a reduction in experimental noise and highlighted the quanti-
tative difference between the effect of precursor concentration 
versus reaction temperature, both of which have qualitatively 
similar effects on quantum dot size. The process also found 
that the addition of oleylamine amplified the effect of concen-
tration and improved the monodispersity even further. The pro-
cedure yielded significant improvements in monodispersity for 
a range of quantum dot sizes despite this exact synthesis being 
systematically optimized by many research groups for the past 
20 years.

The example above highlights the importance of failed 
experiments, which form the majority of data used for training 
ML algorithms. Synthetic conditions that result in poor mono-
dispersity were never published but were duly recorded in lab 
notebooks. This impedes the utility of ML when using external 
data (for example, by scraping from existing publications) since 
the majority of data is missing.[19,20] This point is reinforced 
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in the work of Raccuglia, et  al. who created an ML model for 
predicting reaction success for vanadium selenites, heavily 
relying on the data from failed experiments.[20] One option to 
combat such bias is presented by Li, et al. by combining rapid, 
randomized, experimental testing via robotic acceleration.[19] 
As the combinations of reagents were randomized, some 
reactions were bound to fail but were instructive for training 
the algorithm. In contrast, a human researcher tries to avoid 
failed experiments at all costs. By following data-driven princi-
ples, human biases in experimental design can be avoided and 
random errors inherent to any experiment can be taken into 
account when evaluating the next appropriate trial.

While an ML guided retrospection of experimental work 
offers an avenue to missed insights, many research groups are 
now looking to leverage the combined efficiency of robotics and 
machine learning to automate future material discovery and 
synthesis.[4,19,21–25] For example, Chan, et  al. have harnessed 
the power of robotics to synthesize 8172 different metal halide 
perovskites based on 45 different organic ammonium cations 
using inverse temperature crystallization (ITC).[19] This robot-
accelerated perovskite investigation and discovery (“RAPID”), 
led to a fivefold increase in the number of metal halide perov-
skites synthesizable via ITC and was used to train an ML model 
capable of predicting likelihood of single crystal formation of 
such perovskites for future synthesis.

Similar works have also been conducted for other material 
classes/applications such as polyoxometalates,[21] nanoparti-
cles,[22] thin films,[23] piezoelectrics,[24] and photocatalysts.[25] As 
highlighted above, this combination of robotics and machine 
learning bypasses human bias and labor limitations, leading 
to objective and rapid material discovery/synthesis. The major 
current limitation of this approach is the need for specialized 
equipment and personnel training to program such instru-
ments, making accessibility a barrier to adoption. That being 
said, accessibility is expected to improve in the near future as 
equipment becomes more modular and widely available.

4. Automated Processing of Experimental Data

One of the emerging utilities of ML for materials research is 
the analysis of complex experimental data. Not only can labor-
intensive data processing procedures be automated, valuable 
insights and patterns that are not intuitive to humans can also 
be potentially captured and exploited.

4.1. Image Recognition

In the work by Jiang, et  al., ML served as a valuable tool to 
automate a labor-intensive image processing task, providing 
valuable insights about composite cathode design.[26] A Li-ion 
battery cathode is composed of the active material, binder, and 
conductive carbon additive. Understanding how the electrode 
microstructure evolves and potentially fails during the cycling 
of a battery is paramount to the development of more robust 
cathodes.

The 3D microstructure of a NiMnCo cathode was visual-
ized through phase-contrast X-ray nano-tomography, and 

models were developed to calculate the degree of detach-
ment, spatial heterogeneity, and electrical conductivity of 
active particles. To achieve results with statistical robust-
ness, a large number of active particles needs to be analyzed 
within a single image. However, this is challenged by the 
labor intensiveness and failure of traditional algorithms in 
the identification and segmentation of a large number of par-
ticles (>650). As an effective alternative to solve the instance 
segmentation problem (i.e., to separate different objects in 
an image), a state-of-the-art mask convolutional neural net-
work was used (Mask R-CNN).[26] By transfer-learning from 
the parameters of well-established ML models for com-
puter vision, the neural network was efficiently optimized, 
and accurate active particle segmentation was achieved 
(Figure 2a). Thanks to the accuracy and efficiency of the ML 
model, meaningful relationship models between the detach-
ment of active particles and cycling protocols (charge–dis-
charge rates) were established.

Computer vision can also be applied for monitoring the 
progress of chemical reactions in standard glassware.[28–30] 
Exploiting developments in computer vision, it is possible to 
identify and monitor separate reaction vessels from a video 
feed.[29] From an image processing database, a model can learn 
to distinguish the visual boundaries between containers, their 
contents, and the phases within.[28,29] This potentially allows for 
autonomous reaction handling by monitoring for reaction com-
pletion via phase changes or separations. The ability to distin-
guish individual reaction vessels would also reduce the number 
of monitoring points needed.[29]

A similar approach has also been demonstrated for detecting 
anomalies and defects such as dust, scratches, circuit faults, 
etc. during the manufacturing of display panels. Using a 
simple webcam and image classification, Nguyen, et al. trained 
the model to separate severe defects from merely cleanable 
debris.[31]

ML image recognition has also been used to see whether 
crystals were formed in 96-well plates in a high-throughput 
setup for perovskite composition optimization.[27] Images of 
the wells were used to create a classifier, capable of differen-
tiating between images of no crystals, a single crystal, or mul-
tiple crystals (Figure 2b). The system was also able to determine 
the emission wavelength and the relative brightness of the crys-
tals. This data was then used with a second Bayesian ML model 
combined with the parameters from each experiment to guide 
a high-throughput search aiming to optimize a new perovskite 
material, eventually finding a new composition, (3-PLA)2PbCl4, 
capable of blue emission.[27]

4.2. Analysis of Spectra

Several research applications rely on X-ray diffraction (XRD) 
as a quick technique to gather information about the mate-
rial structure. However, data analysis often becomes a bottle-
neck in this process, especially for new materials not listed in 
existing databases. Sun, et al. proposed a classifier based on ML 
to determine the space group of the synthesized optoelectronic 
materials.[32] The ML model was able to classify the experimen-
tally obtained XRD spectra into three categories of 0D, 1D, 
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and 3D with an accuracy of 90% and significantly faster than 
a human.[32]

Analysis of spectra is also of great value in battery research, 
for example, to address the degradation of electrolytes at the 
electrode interface, a key factor in the failure of Li-ion bat-
teries.[33] Nuclear magnetic resonance spectroscopy, high-per-
formance liquid chromatography, gas chromatography, and 
inductively coupled plasma optical emission spectroscopy are 
among the most common characterization techniques used for 
quantitative analysis of battery electrolytes.[34] However, these 
techniques are temperature-dependent, expensive, and require 
the preparation of many solutions for calibration purposes. 
Dahn, et al. applied ML algorithms coupled with Fourier-trans-
form infrared spectroscopy for qualitative analysis and solvation 
shell determination by predicting the features of an unknown 
electrolyte based on the features of known electrolytes.[35]

Another powerful spectral technique within battery research 
is electrochemical impedance spectroscopy (EIS). EIS is regu-
larly employed to explore electrochemical properties, such as 
interfacial phenomena and reactions.[36] However, interpreta-
tion and fitting of the large data generated by EIS, even with 
a simplified equivalent circuit model, are time-consuming, 
inconsistent, and prone to human bias. Dahn, et  al. have 
recently proposed an inverse model parameterized with deep 
neural networks to automate the fitting of such data to physical 
models and omit the initial human input.[37] The practical per-
formance of this model was verified with around 100 000 EIS 
spectra with a failure rate of less than 1% for Li-ion cells.

4.3. Device Performance and Lifetime Prediction

Experimentally evaluating the lifetime of a device is a time-
consuming task that can take months to years, acting as a 
severe bottleneck in the development of new materials. Data-
driven models and ML algorithms can be used to predict 
the cycle life of batteries and, therefore, offer a swift route 
to reducing the time burden of such experiments. A similar 
approach is expected to be applicable for photovoltaic and 
light emitting diode (LED) devices.

Severson, et  al., built data-driven ML models to quantita-
tively predict the cycle life of commercial Li-ion cells based on 
data generated from 124 lithium-ion batteries cycled to failure 
under fast-charging conditions. The cells were tested at high 
rates (3.6 C constant current–constant voltage) with a cycle life 
ranging from 150 to 2300 cycles. The uncertainty of the model 
was found to be 9.1% and 4.9% for the regressor and classifier 
models, respectively.[38]

Attia, et al. also implemented a two-step ML methodology to 
predict the cycle life of batteries. In the first step, an ML model 
estimated the cycle life of the cell based on the first few cycles, 
significantly reducing the time per experiment. The second 
stage used Bayesian optimization to explore the parameter 
space of charge–discharge protocols to reduce the number of 
experiments required to find the best candidates. Bayesian opti-
mization stabilized the exploitation–exploration trade-off to find 
the next round of experiments. This approach was used to vali-
date over 224 candidates in 16 days.[39]

Figure 2.  a) ML-enabled segmentation of individual active material particles. Reproduced with permission.[26] Copyright 2020, Springer Nature.  
b) Convolutional neural network architecture for classifying images of perovskite crystallization. Reproduced with permission.[27] Copyright 2020, Elsevier.
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5. Predicting New Materials

Perhaps the greatest value of ML for applied materials discovery 
lies in screening for new materials with properties desired for 
a particular application. ML can be trained to classify or pre-
dict some numerical parameter (e.g., voltage, stability, bandgap, 
conductivity) based on a limited experimental or computational 
dataset. It can then be applied to screen the materials in existing 
databases or to generate new alloyed, doped and even completely 
new crystal structures or molecules, bypassing expensive and 
time-consuming DFT calculations or experiments.

Preparing an application-specific training dataset requires 
a significant effort. However, the emergence of materials 
databases, such as the Materials Project,[40] OQMD,[41] and 
AFLOW[42] has eased this burden somewhat, and now serves as 
a popular starting point for model training.

Experimental datasets are rarer and often proprietary[43] 
or not machine readable.[44] To alleviate this bottleneck, 
researchers resort to ML-based natural language processing for 
scraping data from existing literature.[45,46] However, the lack of 
reported failed experiments, as discussed above, can be seen as 
a significant impediment to such efforts.

5.1. Representations

Current precomputed databases and repositories contain only a 
limited number of data points for any specific sub-class of mate-
rials (e.g., perovskites, or water-splitting catalysts, or semiconduc-
tors). Smaller datasets impede the accuracy of models, requiring 
either collecting expensive domain-specific training data or devel-
oping improvements to the models to make them more universal 
and generalizable in order to use the whole dataset for training, 
even if it is not directly relevant to the application of interest.

The starting point of ML-based screening efforts is gen-
eralizable representations of molecules or crystals (atomistic 
fingerprints) that can capture the underlying physics and 
key characteristics of the material without too many free 

parameters, so that reliable predictions of properties can be 
made using small training datasets (1000–10 000 samples).

There are many different techniques used for the represen-
tation and prediction of novel materials, such as sequence-, 
image-, and graph-based models. Image-based models, utilize 
pictures in order to represent data. In material science, image-
based models can be used, for example, to encode the mate-
rials’ unit cell (where every atom position is one pixel)[49,50] or to 
predict spectra.[51–54]

5.1.1. Graph based Models

One of the problems arising when working with an inhomo-
geneous dataset is that different materials contain different 
number of atoms per unit cell, which poses a challenge when 
trying to encode them as a fixed-length vector. Current solu-
tions involve manual construction of a library of fragments 
(bonds, paths, polyhedrons, etc.)[55–57] or using pair distribution 
functions to encode the atomic neighbor shells.[58–60] Such 
methods, however, do not use to full extent the advantages of 
self-training/choosing the best features that ML could poten-
tially bring.

The most recent approach to address these issues involves 
graph convolutional neural networks (GCNN)[61] (Figure  3). 
A graph-based model, in essence, is the representation of data 
as a collection of interconnected nodes. The 3D structure of 
a crystal is reduced into a set of vectors that encode each atom 
(graph nodes). Several rounds of convolutions are used to update 
the atomic node vectors based on the properties of the atom, its 
neighbor, and a bond to it (edges of the graph). These updated 
atomic vectors are then compressed into a fixed-length vector, 
independent of crystal structure, by using element-by-element 
(vector) summation (so called pooling). This allows GCNNs to 
be both flexible and relatively accurate while maintaining ease of 
use, only requiring a set of CIF files as inputs and any singular 
test value for training. Currently, graph based models are the 
most successful at predicting properties of inorganic crystals. 

Figure 3.  Schematic of a graph convolutional neural network for predicting the properties of crystalline materials. Each graph node (atom) is updated 
by collecting the “message” from its neighbors using the same rules for all atoms (convolution), then the atomic information is compressed (pooled) 
and converted into a macroscopic property using a linear neural network.
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This can be attributed to the model's enhanced ability in repre-
senting the connectivity of atoms within the crystal.

Xie and Grossman applied GCNN for the prediction of var-
ious properties of inorganic crystals. They report an MAEs of 
0.039 eV per atom for formation energies, 0.388 eV for band-
gaps, and 0.054 log(GPa) for bulk moduli from select materials 
in Materials Project.[61]

An improved version of CGCNN has been recently 
released,[62] in which bonds are allowed to be updated along 
with the atoms during the convolution stage, nearest neighbors 
are decided based on Voronoi tessellation, and 3-body interac-
tions between nearest neighbors are included. Similar improve-
ments were implemented in the MEGNET model,[63] which can 
be applied to both crystals and molecules, while also adding 
global state variables, such as pressure and temperature.

5.1.2. Representations for Organic Molecules

The material search space of organic molecules is considerably 
larger in comparison to inorganic crystalline materials. Further-
more, due to the lack of long-range order in organic materials, 
a different representation of the material is needed in order to 
capture the material features with ML.

Simplified molecular-input line-entry system (SMILES) 
strings are a popular way to encode molecules (Figure 4). The 
Aspuru-Guzik group pioneered the exploration of chemical 
spaces using SMILES strings with recurrent neural network 
models popular in natural language processing.[47] Converting 
the SMILES into a fingerprint vector allows for the most essen-
tial elements of the molecule to be captured, detailing how and 
if certain key features are present in the molecule.

More recently, autoencoders have been used for such con-
version of SMILES into multidimensional continuous vector 
representations amenable to manipulation and optimization by 
ML algorithms. They are converted back to discrete molecular  
representations afterward. However, as SMILES were not 

designed with the grammatical flexibility required by such 
manipulations in mind, a large portion of the converted 
SMILES strings are invalid and do not correspond to any 
molecules. The recently proposed SELFIES[48] representation 
solves this problem by ensuring every SELFIE string can corre-
spond to a molecule and vice versa. By using SELFIES instead 
of SMILES, the output of conversions from continuous vec-
tors are guaranteed to be valid and orders of magnitude more 
diverse molecules can be successfully encoded. This improve-
ment enables much greater utility for generative molecular ML 
models[65] using, for example, variational autoencoders and 
generative adversarial networks.

Another form of molecular representation is based on atomic 
environments, where local chemical environments are modeled 
by radial distribution functions for both two-body and three-body 
interactions. Examples include the Faber, Christensen, Huang, 
Lilienfeld representation introduced by Lilienfeld,[66,67] smooth 
overlap of atomic densities,[68] and atom-centered symmetry 
functions.[69,70] ML models based on these representations can 
enable predictions of atomic energies and forces with chemical 
accuracy with the speeds on the order of milliseconds.

5.1.3. Other Fingerprinting Methods

Many alternative fingerprinting methods, both generic and task-
specific, are becoming increasingly accessible (Figure  4). Python 
packages such as RDKit[71] and Matminer[72] can vectorize almost 
any molecule or crystal uniquely based on chemical composition, 
electronic structure and molecular/crystal structure. The perfor-
mance and interpretability of ML tasks based on these generic fin-
gerprints may not be satisfactory because of excessive information 
(causing overfitting) and/or lack of properties that underlie the 
physics/chemistry of the target property (leading to underfitting). 
The development and selection of appropriate task-specific finger-
prints is therefore of high interest.

As will be discussed below, ML practitioners in each material 
sub-field have often pioneered fingerprinting methods best suited 
for their respective material systems and property of interest, for 
example XRD patterns for exploration of ionic conductors.

5.2. Batteries

Advancements in battery technology will be key to the world's 
transition to electric vehicles and renewable but intermittent 
energy sources such as solar and wind. Toward this goal, the 
development of electrodes with high energy density and solid 
electrolytes with high ionic conductivity is imperative but 
remains a challenging task. The difficulty in developing these 
materials can be best illustrated by the fact that the energy den-
sity of current commercial Li-ion cells is only ten times greater 
than the cell chemistries developed two centuries ago.[73]

5.2.1. Solid-State Electrolytes

Zhang, et  al. applied unsupervised learning to guide the dis-
covery of solid-state Li-ion conductors[74] Unsupervised learning is 
a branch of ML that seeks to identify patterns in unlabeled data, 

Figure 4.  Schematic depicting various expressions of the molecule PTB7-Th 
and demonstrates the image, SMILES, and fingerprint method. Reproduced 
with permission.[64] Copyright 2020, American Association for the Advance-
ment of Science.
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that is, without human guidance; for example, grouping of similar 
animals. In this particular case, similarities in crystal structures 
(which are known) are supposed to be correlated with similarities 
in ionic conductivities (knowledge about which is scarce) and thus 
can be used as a proxy for predicting the conductivity.

The authors demonstrated that the trained model was able to 
cluster XRD patterns of anion sub-lattices into distinct groups 
(Figure 5). Most impressively, previously known good ion conduc-
tors were all found to fall into the same two groups that had sig-
nificantly better conductivity than the other five remaining groups. 
By analyzing the relationship between the clustering and conduc-
tivity, the importance of anion lattice distortion and disordered Li 
sublattices in enabling fast Li-ion conduction was established.

From an initial dataset of ≈3000 materials, the clustering 
technique was able to narrow down the candidate list to just 82 
materials. More computationally expensive ab initio molecular 
dynamics simulations were then conducted to verify the con-
ductivity of these materials. 16  materials with room tempera-
ture conductivity over 10−4 S cm−1, of which three had conduc-
tivities over 10−2 S cm−1, which is better than the best known 
Li ion conductors, were found. The results are yet to be experi-
mentally validated.

5.2.2. Cathodes

ML models have also been applied for the exploration of high-
voltage intercalation cathodes. Using training data from the 
Materials Project, Joshi, et al. demonstrated that ML models are 
capable of predicting the DFT-calculated voltages of intercalation 
cathode materials for various metal ion types (Li, Na, K, Mg, Ca, 
Al, Zn) to a reasonable accuracy (mean absolute error: ≈0.4 V).[75] 
Such models can enable accelerated qualitative screening of 
cathode materials prior to selecting candidates for more accurate 
DFT calculations and experimental synthesis. The authors dem-
onstrated this ability by proposing nearly 5000 new promising 
cathode candidates in terms of ML-predicted voltage for Na-ion 
and K-ion batteries.  The compounding of errors from ML pre-
dictions to DFT calculations and finally to experimental voltages 
leaves the utility of such models yet to be tested experimentally.

5.3. Electrocatalysis

Oxygen evolution reaction (OER) is the oxidative counterpart of 
many important cathodic reactions such as hydrogen evolution 

Figure 5.  a) Bottom-up tree diagram (dendrogram) generated using the agglomerative hierarchical clustering method. b) Mapping the dendrogram 
to the conductivity reveals the grouping of known solid-state Li-ion conductors in group V and VI. c) Violin plots of σRT data grouped in the grouping. 
The outer shells of the violins bound all data, narrow horizontal lines bound 95% of the data, thick horizontal lines bound 50% of the data, and white 
dots represent medians. d) mXRD of all materials in group I–VI and a part of group VII. e) Crystal structures (left) and (right) Li sites (green sphere) 
determined by local anion (yellow/red sphere) configuration, corresponding to isosurfaces (green) of Li probability density from AIMD simulations. 
Reproduced with permission.[74] Copyright 2019, Springer Nature.
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reaction, nitrogen reduction reaction, and carbon dioxide reduc-
tion reaction.[76–78] The half-reaction is notorious for its sluggish 
kinetics, requiring an additional energy input (overpotential) to 
drive the reaction.[76–81] Iridium and ruthenium oxide catalysts 
are the gold standard of OER in acid: however, their cost is pro-
hibitive, and non-noble metal catalysts are widely sought for.[77–79] 
Unfortunately, the pathway to such economical catalysts remains 
challenging, as the acidic environment coupled with the oxida-
tive bias adds an additional constraint, requiring the material to 
be stable under such harsh conditions.[78,82] ML offers a potential 
route for rapid screening of materials to resolve this challenge.

To find economical catalysts for acidic OER, Ulissi, et  al. 
screened 2600 different bimetallic combinations of 26 transi-
tion metals in 8 crystal space groups using high-throughput 
DFT.[83] The authors narrowed the search down to 3 promising 
candidates (Co-Ir, Fe-Ir, and Mo-Ir) that contained 50% less 
iridium, all while surpassing performance and maintaining 
stability as determined via theoretical calculations. Similar 
work has also been conducted by the Norskov group, screening 
47 814 metal oxides from the Materials Project database to find 
68 promising acid-stable candidates, 15 of which were proposed 
to be OER-active and synthesizable (Figure 6).[84] Another DFT 
search among 2D materials found 3 stable candidates for acidic 
OER among a pool of 11 000 prospects.[85]

Although such high-throughput DFT explorations allow for 
the screening of new materials, the approach is bottlenecked by 
its computational expense. For example, in their study of IrO2 
and IrO3 polymorphs, Ulissi, et  al., reported an expenditure 
of 3 million CPU hours to conduct 2000 surface coverage and 
activity calculations.[86]

Another key limitation of DFT models is the simplifications 
used in calculations, for example, idealized non-defective sur-
faces in vacuum instead of electrolyte.[83] Such assumptions are 
often inadequate to match experimental conditions, where sur-
face restructuring (and even amorphization) is common[83,87] and 

solvent interactions are crucial.[88] Even though more realistic 
models are now achievable, the sheer volume of possible con-
figurations prevents a comprehensive exploration of all mate-
rials. The computational expense can be potentially reduced by 
calculating with DFT a small fraction of configurations for the 
particular system of choice, and using the resultant data to train 
an ML model that can predict the energetics associated with 
the remaining configurations of interest.[88] This approach was 
explored by Ulissi, et  al. in their work with IrO2 and IrO3. Even 
with a relatively small training dataset—300 and 500 for surface 
coverage and OER overpotential calculations, respectively—the 
authors were able to predict the surface coverage energies and the 
overpotentials with a high degree of accuracy: 0.10 eV RMSE for 
coverage calculations and 0.18 eV RMSE for OER overpotentials.[86]

Another ML-based screening of IrO2 and IrO3 polymorphs 
was recently conducted in a collaboration between the Bajdich 
and Bligaard groups.[89] The authors employed an active learning 
approach (where newly generated data was added to the model 
and the model was retrained after each iteration) to screen a set 
of hypothetical structures (candidate space) to determine the 
most stable candidates. The iterative approach used a Gaussian 
process regression (GPR) (a sub-class of Bayesian optimization 
methods) to sample a small subset of structures from the can-
didate space based on the formation energies and the associ-
ated uncertainty. The structures were then optimized via DFT 
and subsequently encoded into a vector composed of Voronoi 
tessellations. The encoded information was then applied to aug-
ment the GPR model and predict the formation energies and the 
associated uncertainties for a test set of unseen structures. The 
process was repeated until the desired criterion was met. The 
authors found that the most stable polymorphs could be found 
with as few as 30 DFT optimizations without the need for prior 
DFT data, reducing the computational burden of DFT.[89]

A GPR-based ML model was also built in recent work by Xin, 
et  al. to find novel perovskite catalysts for OER. Training on 

Figure 6.  The high-throughput DFT material screening workflow employed by the Norskov group and the elemental distribution of the proposed acid-
stable metal oxide candidates. Reproduced with permission.[84] Copyright 2020, American Chemical Society.
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250 oxide perovskites, the authors employed an array of struc-
tural and electronic descriptors (such as A-site electronegativity, 
structure tolerance factor, and d-orbital electrons for B-site) and 
DFT-generated *O–OH and *OH adsorption energies to screen 
4000 double perovskites.[90] Among the large set of structures, 
10 candidates (KRbCo2O6, BaSrCo2O6, KBaCo2O6, KCaCo2O6, 
BaPbTi2O6, BaRbTi2O6, BaSnTi2O6, BaTlTi2O6, LaTlTi2O6, 
RbEuTi2O6) with an OER performance better than the perov-
skite gold standard, LaCoO3, were found.[90]

The studies above demonstrate the potential of ML to eventually 
replace DFT and help accelerate catalytic material discovery. How-
ever, the development of such ML tools requires the availability of 
DFT data, which is scarce in the catalysis space, necessitating the 
use of high throughput DFT, at least in the short term.

In addition, given the DFT origin of training data, one can 
only expect to replicate the DFT level of accuracy with ML. 
Experimental validation of the predictions becomes crucial. In 
fact, one advantage of ML-based approaches is the possibility of 
using the experimental performance matrices to augment the 
accuracy of the ML model toward better capturing the experi-
mental reality. It is an encouraging sign to see such validation 
practices starting to emerge in literature.[91,92] Using this hybrid 
approach, the development of new, previously elusive, non-pre-
cious metal-based catalysts may finally be in reach.

5.4. Photovoltaics and Light Emitters

For optoelectronic materials, the key metrics for material per-
formance are the bandgap (or wavelength) and whether the 
material can be prepared with a sufficiently low concentration 
of defects that otherwise would annihilate the generated elec-
tron–hole pairs.

Existing DFT-based materials databases[40–42] offer a valu-
able starting point for predicting the above properties. With 
up to 20  000 semiconducting materials available in the data-
bases, it remains unclear whether there remain any completely 
novel, previously unknown materials, or if all the advances will 
be made based on alloying and/or doping of existing mate-
rials.[93–95] Ongoing ML research in this field thus focuses on 
improving the accuracy of the bandgap predictions (given the 
relatively small training dataset), as well as on finding ways to 
predict properties of alloyed, distorted, and defected structures 
based solely on data available for perfect crystals.

Even before the accurate quantitative descriptors that take 
into account the exact atomic structure of the crystal were devel-
oped, qualitative models had shown promise in filtering and nar-
rowing down the large search space. Jin, et al., created an ML-
based classifier of a material's ability to succeed in photovoltaic 
(PV) applications. The model was trained on 196 data points of 
known and previously reported PV and non-PV materials with 
bandgaps ranging between 1 and 2  eV. The model implicitly 
included not only the bandgap, but also other important factors 
such as experimental defect densities, mobilities, etc. Applica-
tion of the trained classifier to 187  000 experimentally known 
materials from ICSD identified 3011 promising candidates. 
After a structural screening along with DFT simulations, the list 
was further reduced to 26 candidates, among which Sb2Te3 and 
Bi2Se3 were identified as promising photovoltaic materials.[96]

Another approach to bypass the need to encode the atomistic 
crystal structure is to limit the search to a single crystal group 
where cations and anions all occupy the same lattice sites, and 
thus interactions between them are implicitly encoded and taken 
into account. Lu, et al. applied this approach to predict the band-
gaps of hybrid organic–inorganic perovskites (HOIP). The ML 
model was trained on DFT data from 212  HOIPs, using a tol-
erance factor, octahedral factors, ionic charge, electronegativity, 
and  orbital radii. The model was then applied to screen the 
space of 5158 potential HOIPs created by combining 32 different 
A-site cations, 43 B-site cations, and 4 halides. After an initial 
ML screening, 6 candidate materials were selected for validation 
based on the ML results and their anticipated ease of synthesis. 
Upon further DFT analysis, two materials, C2H5OSnBr3 and 
C2H6NSnBr3, were confirmed as having direct band gaps.[97]

While the above examples do allow for filtering a large list 
of candidates and obtaining a manageable shortlist for further 
verification, the lack of precision is likely to produce a lot of 
false negatives and thus eliminate a lot of potentially prom-
ising candidates too. Furthermore, the initial exploration space 
could have been reduced by at least 85% by simply applying 
the desired filters prior to the ML screening and exploring the 
remaining candidates with DFT.[98]

An example of applying ML to predict new materials for 
white-light phosphors was demonstrated by Zhuo, et  al. The 
property of interest, quantum efficiency, was replaced by an 
easier to compute proxy, structural rigidity, which in turn is 
reliably estimated with the material's Debye temperature.[99,100] 
DFT calculation of the Debye temperature is reliable but pro-
hibitively expensive, making it a great candidate to be predicted 
with ML. Using data from the Materials Project, 2071 materials 
of interest with more than three phases and common starting 
reagents were screened.[40,100] By maximizing the Debye tem-
perature for given bandgaps, a phosphor host of NaBaB9O15 was 
identified to be optimal for synthesis. Subsequent synthesis of 
the phosphor host resulted in a streamlined preparation of Eu2+ 
doped, green-emitting material showing high efficiency (95% 
quantum yield).[99]

Analysis of trained ML models provides an avenue to better 
understanding the underlying physics and factors affecting the 
property of interest and, consequently, tailor those factors to 
tune the material. Im, et al. created an ML protocol that creates 
an importance score for each feature based on its effect on the 
model accuracy.[101] For instance, the most crucial features to 
predict the bandgap of a double perovskite are the space group, 
the electronegativity of the halogen, highest occupied atomic 
level, and lowest unoccupied atomic level of B1+ atom. For the 
formation energy, the main determining factor was the elec-
tronegativity of halogens and the B3+ to halogen bond length. 
Pilania, et  al. had a similar approach, where their model had 
the ability to create correlations between the feature values and 
material bandgap. Using this approach, they were able to find 
the most useful features, and map out trends.[102]

5.5. Other Applications

In addition to the applications highlighted above, the diversity 
of material science and the rapid uptake of machine learning 
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has meant that many other areas of research have also ben-
efited, especially those of modular/combinatorial nature such 
as metal organic frameworks (MOFs),[103–107] covalent organic 
frameworks (COFs),[103,108] and 2D materials,[109–113] to name 
a few. For example, Aspuru-Guzik, et  al. recently harnessed a 
variational autoencoder to design new MOFs for the CO2 sepa-
ration.[107] The top candidate among the generated MOFs exhib-
ited a CO2 capacity of 7.55 mol kg−1 with a selectivity value of 16 
(CO2 to CH4).

Other application-based use-cases of ML within material 
science include superconductors,[57,114,115] topological insula-
tors,[112,116] ferroelectric materials,[113,117–119] piezoelectric mate-
rials,[120–122] supercapacitors,[123–125] and 3D bioprinting.[126,127] 
This list is expected to grow in the near future, as access to 
trained personnel and high-throughput robotics increases.

6. Outlook

Given the progress in ML for material discovery in recent 
years, research in the field is now pivoting toward developing 
ML models with DFT-level accuracy, that are generalizable and 
transferable between different materials (including between 
organics and inorganics). In this section, we outline some of 
the emerging efforts in these directions along with a perspec-
tive on challenges around dataset availability and size.

6.1. Formation Energies, Defects, and Surfaces

The total energy is one of the primary outputs of any DFT calcu-
lation and can be used to estimate the synthesizability/stability 
of materials by comparing their total energy to the sum of total 
energies of the constituents. Databases with DFT formation 
energies of more than 100 000 crystalline materials (metals and 
non-metals) provide sufficient data for training the ML models to 
predict materials stability.[55,61,63] However, the current accuracy 
(≈40 meV per atom) of said models remains insufficient to dif-
ferentiate the stability of competing same-stoichiometry phases. 
This inability to discriminate between phases can be detrimental 
for some applications such as batteries and optoelectronics, 
where the stabilization of the wrong phase (10–30 meV per atom) 
may mean that a completely irrelevant inactive phase is obtained 
instead of the desired active phase, derailing device performance.

If a DFT-level accuracy is desired from an ML model, the 
model needs to be provided with similar information to its DFT 
counterpart, for example, atomic orbital energies, shapes, and 
degeneracies; such rich descriptors are yet to be included. As 
such, further improvements of ML models toward DFT level 
accuracies are expected from changes to neural network architec-
tures,[62,128] improved pooling procedures,[129,130] and more impor-
tantly the inclusion of physics-based information-rich descriptors.

As ML becomes proficient in material discovery within 
the domain of perfect crystals, more complicated systems 
focusing on defects, alloys, distorted structures, and surfaces 
will become the next research frontier. These imperfections 
play a crucial role in the material's performance but are less 
tangible and harder to measure experimentally and calculate 
theoretically. While some attempts have been made to weed 

out high-defect materials implicitly through macroscopic mate-
rial performance, the most common way of calculating defect 
formation is by DFT, which is extremely laborious and com-
putationally expensive. Public datasets containing defects are 
missing but are under active development.[131]

Defect formation energies, in principle, could be predicted 
from ML models that are trained on the bonding energies 
derived from the crystal formation energies in the available 
databases. The situation is most promising for dopants and 
alloys, where the bonding and atomic configuration remains 
the same as in the original crystals. In the case of vacancies and 
surfaces, where clipped bonds are formed, as well as for various 
adsorbents on the surface, the lack of similar examples in the 
training dataset will pose an interesting challenge.

Given the aforementioned limitations, further progress 
requires either generating more data (which is unfeasible given 
the practically infinite number of possible configurations) 
or developing more agnostic and generalizable ML methods 
that approach the problem on a more fundamental level, for 
example, by treating each atom as a set of orbitals of a given 
energy, just like DFT does, instead of associating an element 
label to each atom.

6.2. Machine-Learned Interatomic Potentials

A major limitation of current DFT-based methods is the 
high computational cost of modeling complex and long-time 
behavior especially in systems with a large number of atoms. 
For example, in the design of solid and liquid electrolytes, 
current ab initio molecular dynamics have been proven to 
be sufficient in distinguishing promising ionic conduc-
tors. However, it is still intractable to model accurately the 
long-timescale behavior of electrolyte–electrode interfaces, 
which play a critical role in the device failure of current 
materials.[132,133]

Classical molecular mechanics simulations are much faster 
but typically cannot simulate bond breaking, that is, chemical 
reactions. In rare instances, for example, in ReaxFF,[134] bond 
breaking can be included but has to be meticulously para-
metrized and is not yet available for the majority of elements. 
In addition, existing force fields are not sufficiently accurate in 
describing polarization effects.[135]

ML-based potentials/force-fields can provide a viable solu-
tion to enable accurate molecular dynamics at a fraction of 
the cost of DFT. Instead of devising a universal force field, 
“learning on the fly” (LOTF) from a system of interest could be 
used to learn the atomic interactions and forces relevant to the 
system of interest. To achieve this, a DFT molecular dynamics 
simulation must first be performed for a sufficient number of 
steps such that enough knowledge is collected to train the ML 
model. Having been trained on the local atomic environment 
of interest, the ML model can bypass the DFT and predict the 
atomic forces. Some available software packages that explore 
this feature include MLIP, SchNetPack, and VASP (to be imple-
mented in 2021).[89,136,137] This LOTF strategy has been recently 
employed to calculate Li-ion diffusivities in solid-state electro-
lytes, opening the possibility to identify protective coating can-
didates for cathode materials.[138]
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6.3. Dealing with Small Datasets

Experimental performance of materials often depends 
on complex parameters such as defect densities (PV), 
photoluminescence quantum yield (LEDs), ionic conductivity 
(batteries), and electronic transfer kinetics (catalysis). These 
parameters are hard to compute or experimentally collect in 
large volumes, resulting in small datasets that are inadequate 
to train the conventional atomistic ML models, yet the number 
of free parameters in such problems is too large for Bayesian 
optimization.

Transfer learning is a powerful tool that can address dataset 
limitations by taking an existing pretrained model and fine-
tuning it to predict a new property. This approach is widely 
used in image recognition, where state-of-the-art image rec-
ognition models trained on millions of images are applied to 
recognize and classify new types of images, for example, X-ray 
scans. The pretrained model has effectively learned what an 
image is and how to extract features like lines or shades from 
any image. It thus only needs an add-on (a few last layers of 
a neural network) to analyze the extracted image features in 
order to differentiate a bad versus good X-ray scan.

Similarly, models pretrained to predict chemical proper-
ties (formation energy, bandgap, etc.) on large datasets of 
≈100  000 materials from public databases have essentially 
learned the basics of chemistry and can be easily augmented 
to predict a more complex parameter of interest with a 
smaller dataset.

A typical neural network architecture—using a funnel of 
nodes—allows for the compression of the long material rep-
resentation vector into a smaller dimensional space (called the 
latent space) amenable to Bayesian optimization[47,65] (Figure 7). 
It is, however, important to ensure that the property of interest 
correlates well with the complementary property on which the 
original model was trained, otherwise one risks finding that the 
property of interest is not continuously distributed in the latent 
space.[47] One approach to deal with such situations is to employ 
proxies—computationally cheaper properties that are strongly 
correlated with the desired but costly target parameters. For 
example, the empty volume available for Li diffusion within a 
crystal structure can be correlated to ionic conductivity in solid-
state electrolytes.[139] In catalysis, the oxygen d-band position 
has long been used as a proxy to OH binding energy. These 
proxies can either be used as an output property on which the 
initial model is trained or can be added as an additional input 
feature for the model, helping it to find the exact functional 
form of correlation to the property of interest.

A similar approach to leveraging small datasets is through 
multi-fidelity prediction. By augmenting the small, high-fidelity 
dataset with a more expansive but low-fidelity set, one can improve 
the accuracy of extrapolation beyond the boundaries of the smaller 
dataset. This tiered system can help to fine-tune the predictions 
from the coarser set and achieve the accuracy of the higher-
fidelity one. Chen, et al. employed such a multi-fidelity approach 
to improve bandgap predictions using 52 348 samples of the low-
accuracy Perdew–Burke–Ernzerhof bandgaps, 6030 high-accuracy 
Heyd-Scuseria-Ernzerhof bandgaps, and 2981 experimental band-
gaps, allowing to lower the prediction errors by up to 45%.[140]

6.4. Data Generation and Availability

Scientific research is a collaborative enterprise, the progression 
of which is heavily reliant on the availability of past knowledge. 
Open communication of experimental details is, therefore, not 
only important for the sake of replication/verification but also 
for further progress. In the realm of ML, a unified effort to 
publish all data could help alleviate some of the issues stem-
ming from data shortages. Unfortunately, far too often, data 
used to build a given ML model is not published. Even when 
established databases such as the Materials Project are uti-
lized, researchers often fail to specify the exact data that was 
employed for the development and testing of the ML model. 
This serves as a significant hurdle in the reproduction and 
development of improved ML models.

Data sharing is vitally important and should be enforced for 
all ML reports. This includes sharing the datasets used for the 
training and validation, along with the ML code and the weights 
of the model.

Utilizing experimental data for ML model training is a prom-
ising approach to capture parameters not easily described by 
DFT simulations. To alleviate data scarcity, the scientific com-
munity should look to transitioning to digital laboratory record 
keeping (including failed experiments) amenable to rapid data 
analysis and ML.

Published pretrained models offer experimentalists the 
capability to quickly assess, prioritize new ideas, and screen 
new materials. For example, Shields, et al. have demonstrated 
that Bayesian optimization can be used to find synthetic path-
ways for targeting organic molecules that are more efficient 
than counterparts proposed by a human.[141] When properly 
integrated, such models can be a useful tool to reduce the 
optimization time required for an experimentalist, increasing 
the productivity for experimentalists.

Figure 7.  Autoencoder architecture for chemical space exploration and optimization.
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7. Conclusion

The resurgence of machine learning has occurred at a piv-
otal point in time and is expected to be an important tool in 
combatting global issues, such as climate change, the resolu-
tion of which necessitates rapid material discovery. In addi-
tion to the reduction in time cost, the use of such algorithms 
bypasses human biases that otherwise may hinder reproduc-
ibility and innovation. Further improvements are expected 
from interfacing the ML infrastructure with high-throughput 
robotics to expedite material discovery via partial or complete 
elimination of human labor.

ML has shown great promise in screening databases to find 
new materials, predicting basic material properties, optimizing 
experimental parameter spaces, and automating data analysis. 
These tools have now become freely available and easy to use 
by experimentalists and theorists alike and promise significant 
time savings in the search for new materials.

While it is encouraging to see the progress toward 
replacing DFT-based screening of large datasets, the ultimate 
goal of such screening—finding new functional materials—
should not be forgotten. Given that simulations are often ide-
alized replications of nature, it is of great importance to eval-
uate the proposed candidates beyond the in silico screening, 
that is, experimentally preparing the materials and assessing 
their functionality. While such datasets are inherently small, 
techniques that can leverage smaller data are being actively 
developed. Such experimental tests, if made publicly avail-
able, will serve as next-generation datasets for even more 
accurate models.
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