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Abstract

In-line holographic microscopy promises lensless phase and amplitude sensitive

imaging at high numerical aperture, and has seen application in a number of fields

including biology. In spite of the benefits promised by in-line holography for imaging

cold atoms including, sensitive 3D off-resonant imaging, its application to imaging

laser cooled atoms has been limited. The lack of application can be attributed to

two major sources of noise; the twin and DC images, and speckle noise. This thesis

presents the theoretical and experimental development of a holographic microscope,

for diffraction and shot-noise limited microscopy of cold atoms. The wavefront

scattered by laser cooled 87Rb atoms is extracted from a hologram, and using simple

algorithms the twin and DC problems are eliminated, whilst speckle noise is substan-

tially suppressed. With NA = 0.16, diffraction and shot-noise limited retrievals of the

wavefronts scattered by sub-millimetre sized clouds, located in a glass cell with no

anti-reflection coating, are consistently demonstrated, at various probe detunings and

with signal-to-noise ratio of up to SNR = 41. The microscope simultaneously retrieves

the probe phase shift and sample optical depth with sensitivities that outperform the

expected shot-noise limited sensitivities in absorption and phase-contrast imaging by a

factor of 8 in this experiment. This holographically enhanced sensitivity is attributed

to a commonly overlooked property of holographic microscopy, that permits near

optimal signal collection using a camera with limited dynamic range. In exploring this

enhancement toward single atom sensitivity, experimental retrievals of the samples

column density infer an atom number sensitivity per resolution area of δNatom = 0.75.

In a proposed NA = 0.7 atom chip integrated microscope, single atom resolution

is expected when probing with a detuning equal to eight times the natural linewidth.

The technique is proposed for precise phase imaging of dense atomic gases, and

off-resonant probing of atoms in optical lattices sites with multiple atom occupancies.
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Chapter 1

Introduction

Since the development of laser cooling techniques [1–3], research in the field of cold

atom physics has received a great deal of attention. Experiments with cold neutral

atoms rely on the interaction between atoms and light, not only for cooling and

trapping, but also to extract information from the atomic sample. In laser cooling,

the kinetic energy of atoms is reduced thanks to the absorption and subsequent spon-

taneous emission, as demonstrated in early experiments in atomic beam slowing [4]

and the optical molasses [5]. Trapping was later combined with the optical molasses

cooling technique via the addition of an inhomogeneous magnetic field in a scheme

known as the magneto-optical trap (MOT) [6]. Many cold atom experiments use

the MOT as a starting point, since it can deliver large numbers of atoms with high

density and low temperatures (∼ 10 µK). The pre-cooled atomic sample can be more

efficiently loaded into optical and/or magnetic traps, where other cooling mechanisms

can achieve Bose-Einstein condensation (BEC) [7–10] and degenerate Fermi gases [11].

Coherent matter waves permit high precision matter wave interferometry [12] of cold

atoms. A MOT is often used as a source of cold atoms for accurate definition of

the second using atomic fountain clocks [13, 14]. In loading atoms from a MOT into

an optical lattice, the accuracy of atomic clocks can be improved significantly, as

demonstrated in optical lattice clocks [15].

Much of the developed knowledge in cold atom physics has arisen from observing

the interaction of light with atoms. This is why breakthroughs in cold atom research

are often preceded or accompanied by improved imaging techniques [16–18]. Quantum

gas microscopy [19–22] permits site resolved detection of atoms trapped in an optical

lattice over long exposure times, and opens the doorway to study of strongly correlated

bosonic [19, 20], and fermionic [21, 22] gases in unprecedented detail.
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In this work, a novel double point source in-line holographic microscope for phase

shift and absorption sensitive imaging of cold atom samples at the shot-noise and

diffraction limits is theoretically and experimentally developed. In spite of the

potential benefits of holographic microscopy for cold atoms such as lens-free 3D

imaging with arbitrary probe detuning, the application of holography to cold atoms

is limited [23–25]. This can be attributed to two major challenges; the first are

the well known twin [26–29] and DC [30–33] image noises, and the second is the

speckle noise problem [34–37] inherent to all cold atom imaging to varying degrees

of severity. Taking advantage of the unique properties of double source holographic

microscopy, in particular the increased probe wavefront complexity yielding more

twin image information, the twin, DC and speckle noise problems can be addressed.

With the major obstacles to cold atom holographic microscopy alleviated, diffraction

and shot-noise limited holographic microscopy of cold atoms (see chapter 5) with

simultaneous retrieval of the probe phase-shift and absorption is demonstrated for

the first time to the author’s knowledge.

An ultimate goal of this work is to go beyond a rudimentary demonstration of

holographic microscopy for cold atoms, and progress the holographic technique toward

high numerical aperture and shot-noise-limited number resolving phase imaging of

cold atoms. It is well known that near-resonant imaging methods encounter difficulty,

since light assisted collisions leading to atoms being lost in pairs from optical lattice

sites [19–22,38], resonant dipole-dipole interactions and multiple photon scattering in

dense gases inhibit simple retrieval of the probe absorption by dense clouds via Beer’s

law [39], and lead to a deviation in the expected absorption cross-section [40–42].

With these effects reduced with a detuned probe beam, phase sensitive holographic

microscopy may provide a solution [34] for precise phase imaging of dense atomic

samples. The idea of single atom resolved holographic microscopy is motivated by

an important but somewhat neglected advantage of holographic microscopy for cold

atoms; the point source geometry permits optimal collection of the high spatial

frequency interference using the entire CCD chip, thus allowing phase shift and

absorption measurements that display a holographically enhanced sensitivity over

traditional in-focus cold atom imaging techniques such as absorption and phase-

contrast imaging (see chapters 6 and 7). This enhancement, combined with the

benefit of simultaneous retrieval of probe phase shift and attenuation, is exploited

for precise phase shift and absorption retrieval from holograms (see chapter 6) and

toward single atom sensitivity with holographic microscopy (see chapter 7).
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Chapter 1. Introduction 3

1.1 Thesis outline

Chapter 2

A selection of the theoretical background of laser cooling and the optical detection

of neutral atoms that is relevant to the work described in this thesis is discussed.

Starting from the Schrödinger equation, the interaction of light with a two level atom

with no spontaneous emission will be investigated. A dissipative term is introduced,

with the result yielding the optical Bloch equations. Using the steady sate solution to

the optical Bloch equations, expressions for an optical probes absorption and phase

shift upon interaction with a single atom is derived. A review is then conducted of

the established imaging techniques for laser cooled atoms. The challenges that each

are subject to are explained and evaluated. Particular attention is paid to absorption

and phase-contrast imaging, since they are the most common absorption and phase

sensitive imaging schemes for cold atoms.

Chapter 3

The in-line holographic microscope, first proposed by Dennis Gabor [43–45], is

introduced to highlight the key concepts and techniques in digital in-line holographic

microscopy (DIHM). In analysing the in-line geometry, the well known twin image

problem is discussed along with a selection of the developed solutions to the problem.

The difficulties associated with direct application of DIHM to imaging cold atom

samples are exposed, and the rewards that could be reaped if the difficulties are

addressed such as high numerical aperture (e.g. NA = 0.7) lens-free phase and

amplitude sensitive microscopy of cold atom samples are discussed.

The second part of this chapter is devoted to the theoretical development of a novel

double point source in-line holographic microscope (DSHM) to simultaneously address

the well known twin image and DC noise problems associated with direct application

of DIHM to imaging cold atoms. Taking advantage of the double source geometries

effect on the twin image, an iterative technique is developed to simultaneously remove

the twin and DC image problems. The expected shot-noise-limited signal to noise

ratio is derived, and methods are developed to extract the atomic clouds optical

properties. Finally, the prospects for using this double source holographic microscope

for imaging cold atoms is discussed.

Chapter 4

In this chapter the design and construction of an experimental system for preparing

and delivering cold atoms is presented. Furthermore, the design and construction of

3
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two versions of the double source holographic microscope are presented. One version

achieves NA = 0.07 and the other an improved NA = 0.16.

Chapter 5

The performance of the twin and DC noise removal procedure in the double source

geometry is evaluated against reconstructions from idealised holograms and those

from the single source in-line geometry. It is confirmed by comparison with the

theoretical prediction of the shot-noise level that experimental reconstructions can

approach the shot-noise limit consistently for optically thin samples. By analysis of

density modulated images of atomic samples, diffraction limited imaging is confirmed.

Furthermore, a speckle noise suppression algorithm is developed that consists of

including the point-like sources of speckle noise into the reference field estimation for

reconstruction.

Chapter 6

A method is presented for extraction of the probe absorption and phase shift with

double source holographic microscopy. The absorption and phase shift sensitivities in

the reconstructed images are measured and shown to be better than those expected

in the established absorption or phase-contrast imaging by a factor of more than

8 in this particular work. Then the reasons behind the observed holographically

enhanced sensitivity inherent to point source holography is discussed in detail. Finally,

to demonstrate the ability of double source holographic microscopy for precision

retrieval of phase shift and absorption, their detuning dependence is measured across

an atomic resonance, both in absence and in presence of the dressing MOT lasers. The

agreement between the measured detuning dependence of phase shift and absorption

confirms the validity of the proposed retrieval.

Chapter 7

The holographically enhanced sensitivity is theoretically explored toward single

atom detection with double source holographic microscopy. Then the experimental

efforts conducted in this project toward achieving single atom sensitive holography

are presented. With an NA= 0.07 holographic microscope and a probe near the

atomic resonance, a sensitivity to atom number per resolution above the single atom

level is demonstrated. Images reconstructed from an upgraded NA= 0.16 imaging

system are then presented. With a probe near-resonance a sensitivity to atom number

per resolution area at the boundary of the single atom level is demonstrated. A

pre-requisite for number resolving detection of cold atoms is then demonstrated, by

4



Chapter 1. Introduction 5

probing the laser cooled atoms continuously for an extended exposure time at the

shot-noise limit.

In the latter part of this chapter suggestions are made for future work on the double

source holographic microscope. Future improvements to the set-up are suggested,

that should permit single atom sensitive imaging with detuned probing (∆ = 8Γ)

with a numerical aperture as large as NA = 0.7, and reduce the amount of speckle

noise recorded in holograms as a result the spatial filtering awarded by pinhole

sources.

Chapter 8

Here the conclusions from the work described in this thesis are drawn and the

developed double source holographic microscope is evaluated. The possible extension

of this work for precise phase imaging of dense atomic gases, and for off-resonant

probing of multiple atoms in optical lattices is discussed.

Published work

To date a single paper has been published from the work conducted during this

project.

• Imaging cold atoms with shot-noise and diffraction limited holography,

J. P. Sobol and Saijun Wu,

New Journal of Physics 16 093064 (2014).

The work published in this paper can also be found in this thesis. In particular large

parts of chapters 3 and 5 to 7, which discuss the design and results of the developed

double source holographic microscope published in this paper.

5
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Chapter 2

Laser cooling and optical imaging

of atoms

In this chapter the basic theoretical background of laser cooling and the detection

of neutral atoms via observation of the scattered light is discussed. Furthermore, a

review of the established imaging techniques for cold atoms is conducted.

The effect of electromagnetic radiation on the internal states of an atom is

fundamental to laser cooling and imaging atoms using laser light. In section 2.1 a

brief analytical investigation of the interaction of atoms with light will be conducted,

then by including a damping term, the optical Bloch equations which describe the

dynamics of the system interacting with the radiation field are derived. A two-level

atom picture is considered for simplicity. Using the steady state solutions to the

optical Bloch equations, the coherence is calculated. Then the electric field induced

atomic dipole moment is used to derive an expression for the complex susceptibility

χ̃ (see section 2.1.4) of an atomic cloud with a certain number density ρ. Following

on, an expression for the complex refractive index n is reached (section 2.1.5). Then

the effect of a static cloud of cold atoms on the amplitude and phase of an optical

probe will be derived.

Cooling techniques for atoms (see section 2.2) require a source of atoms with

velocity below the capture velocity of the technique. To deliver slow atoms, methods

of slowing atomic beams from “hot” sources are commonly used (see sections 2.2.1

and 2.2.1). An array of more sophisticated three dimensional cooling schemes

including Doppler cooling techniques such as the optical molasses (see section 2.2.2)

and the MOT (see section 2.2.3) are used to achieve temperatures T ∼ 100µK, for

alkali atoms such as Rubidium. A derivation of the force that arises in both of these

7



8 2.1. Interaction of atoms with light

Doppler cooling schemes is given. Dipole and magnetic traps that allow atoms to be

confined for long time periods are briefly discussed in sections 2.2.4 and 2.2.5.

In most cold atom experiments the observable being measured is the final distribu-

tion of atoms, in real, velocity, or internal state space. The most convenient way to

measure is through high-fidelity and highly sensitive imaging methods. In this chapter

the commonly used imaging techniques in cold atom experiments are categorised into

incoherent (see section 2.3.1) and coherent (see sections 2.3.2 and 2.3.3) methods,

and their principles of operation and their individual limitations are reviewed. These

discussions will be referred to in comparison with holographic technique described

in chapter 3. In particular, it is pointed out that outstanding problems inherent

to near-resonant imaging techniques, such as the resonant dipole-dipole interaction

induced atom losses and the multiple scattering induced signal deviations, can be

resolved with off-resonant imaging. Though phase sensitive techniques such as phase-

contrast imaging have been developed, they encounter difficulty at high NA. It is

concluded that there remains a demand for an alternative capable of sensitive high

numerical aperture imaging of atoms at arbitrary detunings and at the diffraction

and shot-noise limits.

2.1 Interaction of atoms with light

Neglecting spontaneous emission, the interaction of an atom with a monochromatic

electromagnetic wave, see fig. 2.1, is governed by the time dependent Schrödinger

equation,

i~Ψ̇ (r, t) = ĤΨ (r, t) , (2.1)

where r is the relative displacement between the electron and the nucleus. The

Hamiltonian Ĥ has two parts, Ĥ0 gives eigenvalues and eigenfunctions corresponding

to the unperturbed atomic energy levels ~ωn and wave functions ψn (r) = 〈r|n〉
respectively, and ĤI (t) = −D · E (rCM, t), with D the electric dipole moment

operator, describes the perturbation by the oscillatory radiation field E (rCM, t) with

amplitude E0 and frequency ω on an atom with centre of mass location rCM. For an

electric field linearly polarized along the direction of r, the Hamiltonian for a two

level atom interacting with the radiation can be written as

8



Chapter 2. Laser cooling and optical imaging of atoms 9

Figure 2.1: Displayed is a schematic of a two level atom with ground state energy
~ω1 and excited state energy ~ω2. The incoming radiation with frequency ω has a
detuning ∆ = ω − ω0 from the transition resonant frequency ω0 = ω2 − ω1.

Ĥ0 |n〉 = ~ωn |n〉 , (2.2)

ĤI(t) = −er · E0 cos (ωt) , (2.3)

Ĥ = Ĥ0 + ĤI(t)
n=2
==⇒

(
~ω1 −er · E0 cos (ωt)

−er · E0 cos (ωt) ~ω2

)
, (2.4)

with −e the charge on the electron. Considering the general solution of eq. (2.1),

the atomic wave function can be expressed at any instant of time in terms of ωn and

the time dependent coefficients cn (normalisation requires that
∑
n

|cn|2 = 1.),

Ψ (r, t) =
∑
n

cn |n〉 e−iωnt n=2
==⇒

(
c1e−iω1t

c2e−iω2t

)
. (2.5)

The spatial variation of E (rCM, t) can be neglected over the region of the spatial

integral of ĤI (t), since the optical wavelength λ � |r|, thus the electric field has

almost uniform amplitude over the atomic wavefunction so E0 can be taken outside

the integral. This is the well known electric dipole approximation . Invoking the

electric dipole approximation, the Rabi frequency [46–48] is defined as

Ω =
−e 〈2| r · E0 |1〉

~
=
−d21 · E0

~
, (2.6)

where dmn = e 〈m| r |n〉 is the transition dipole matrix element. By substitut-

ing eq. (2.5) into the time dependent Schrödinger equation (eq. (2.1)) and using

eq. (2.6) and the transition resonant frequency ω0 = ω2 − ω1, an expression for the

9



10 2.1. Interaction of atoms with light

time derivatives of the cn coefficients can be found

i

(
ċ1

ċ2

)
=

(
0 Ω∗

2

(
ei(ω−ω0)t + e−i(ω+ω0)t

)
Ω
2

(
ei(ω+ω0)t + e−i(ω−ω0)t

)
0

)(
c1

c2

)
. (2.7)

For most cases of interest in laser cooling, the perturbing radiation has a frequency

close to resonance ω ∼ ω0 (e.g. in an optical molasses for 87Rb where |ω − ω0| ∼
10 MHz � ω ∼ 100 THz.). The terms with ω + ω0 ∼ 2ω0 rotate much faster than

the frame of reference, thus average to zero over time scales meaningful to most

applications in laser cooling. This rotating wave approximation [46–48] and the

definition of the detuning from resonance ∆ = ω − ω0 are used to simplify eq. (2.7),

thus

i

(
ċ1

ċ2

)
=

1

2

(
0 Ω∗ei∆t

Ωe−i∆t 0

)(
c1

c2

)
. (2.8)

Making a rotating frame transformation where c̃1 = c1e−i∆t/2 and c̃2 = c2ei∆t/2 and

using eq. (2.8), the time derivatives of the transformed c̃n are

i

(
˙̃c1

˙̃c2

)
=

1

2

(
∆ Ω∗

Ω −∆

)(
c̃1

c̃2

)
. (2.9)

2.1.1 Light shift

The interaction of the atom with the radiation field not only affects the coefficients

but also the energy levels. This light shift of the energy levels corresponds to the

eigenvalues Λ of eq. (2.9),∣∣∣∣∣∆/2− Λ Ω/2

Ω∗/2 −∆/2− Λ

∣∣∣∣∣ = Λ2 −
(

∆

2

)2

−
(
|Ω|
2

)2

= 0. (2.10)

The quadratic expression (eq. (2.10)) has two solutions for the eigenvalues Λ =

± (∆2 + |Ω|2)
1/2
/2. When there is no radiation field (|Ω| = 0), the eigenvalues

Λ = ±∆/2 correspond to two levels separated by ∆. One is the exited state and the

other is the ground state plus one photon energy from the radiation field, also known

as a dressed state [49]. Light shifts are important in dipole traps [50] when there is

a large detuning from resonance Ω� |∆|. A series expansion under this condition

reveals the eigenvalues as Λ ' ± (∆/2 + |Ω|2/4∆). The states are shifted from their

10



Chapter 2. Laser cooling and optical imaging of atoms 11

Figure 2.2: The effect of the varying intensity I ∝ |Ω|2 on the ground and excited
state frequencies (solid black lines), and on the ground dressed state frequency
(dashed black line). When Ω > 0 the states are shifted by δωAC.

unperturbed eigenfrequencies by the light shift (or AC Stark shift),

δωAC =
|Ω|2

4∆
. (2.11)

The energy of the ground state is shifted upward for positive detuning and downward

for negative detuning [46]. The shift is proportional to the light intensity, as

depicted in fig. 2.2, which is often inhomogeneous and spatially dependant. The

force F ' −~∇δωAC exerted on the atoms is known as the dipole force, which

accounts for the conservative part of the light force. To fully account for both the

conservative and dissipative parts, spontaneous emission (see appendix B) must be

included in the two-level model. The dipole force is used when trapping atoms, and

the dependence of the force on the sign of the detuning has important consequences

for these traps [50], by deciding whether the force is an attractive or repulsive one.

2.1.2 Optical Bloch equations

The density matrix formalism [47, 51] is introduced to allow the description of

systems of mixed states, and allows introduction of the effect of spontaneous emission.

For the two level atom the density matrix is given by

ρ̂ =

(
|c1|2 c1c

∗
2

c2c
∗
1 |c2|2

)
=

(
ρ11 ρ12

ρ21 ρ22

)
. (2.12)

11



12 2.1. Interaction of atoms with light

A transformation to the rotating frame can be made for the elements of the density

matrix as with the c̃n coefficients. Finding the time derivatives of the elements of the

density matrix (i.e. with ˙̃ρ12 = ˙̃c1c̃
∗
2 + c̃1

˙̃c∗2 etc...) and using eq. (2.9) the following

compact set of equations are reached;

ρ̇11 =
i

2
(Ωρ̃12 − Ω∗ρ̃21) , (2.13)

ρ̇22 =
i

2
(Ω∗ρ̃21 − Ωρ̃12) , (2.14)

˙̃ρ12 =
iΩ∗

2
(ρ11 − ρ22)− i∆ρ̃12, (2.15)

˙̃ρ21 =
iΩ

2
(ρ22 − ρ11) + i∆ρ̃21. (2.16)

To include spontaneous emission in a simple way, it is assumed that the ground state

has a negligible decay rate. Furthermore it is assumed that the exited state decay

is purely radiative with a rate Γ. This decay of the excited state population also

effects the coherences (ρ21 and ρ12), resulting in a transverse relaxation rate of Γ/2.

A decay of population from the exited state results in an increase of population in

the ground state. Considering this, eqs. (2.13) to (2.16) can be re-written to include

the effect of spontaneous emission from the exited state, thus;

ρ̇11 =
i

2
(Ωρ̃12 − Ω∗ρ̃21) + Γρ22, (2.17)

ρ̇22 =
i

2
(Ω∗ρ̃21 − Ωρ̃12)− Γρ22, (2.18)

˙̃ρ12 =
iΩ∗

2
(ρ11 − ρ22)− (i∆ + Γ/2) ρ̃12, (2.19)

˙̃ρ21 =
iΩ

2
(ρ22 − ρ11) + (i∆− Γ/2) ρ̃21. (2.20)

These are known as the optical Bloch equations (this derivation does not take into

account the cases where cold atom collisions become important, in such cases the decay

of the populations and coherences are described by different parameters [47,52].).

In the work conducted in this project, the laser light was applied to the atoms for

a time that is much longer than the lifetime of the excited state τe = 1/Γ, thus it is

the steady state solutions to eqs. (2.17) to (2.20) that are important. The steady

state solutions are found by setting the time derivatives to zero and utilizing the

conservation of population ρ11 + ρ22 = 1, the population difference w = ρ11 − ρ22

and coherence conjugation ρ12 = ρ∗21. By defining the saturation parameter s, the

12



Chapter 2. Laser cooling and optical imaging of atoms 13

on-resonance saturation parameter s0 along with the saturation intensity Is,

s ≡ |Ω|2/2
∆2 + Γ2/4

≡ s0

1 + (2∆/Γ)2 , (2.21)

s0 ≡
2|Ω|2

Γ2
≡ I

Is
, (2.22)

Is ≡
2π2~cΓ

3λ3
, (2.23)

concise steady state solutions for the populations and the coherences can be found.

An expression for the population difference w is found using eqs. (2.17) and (2.18).

Then solutions for the coherences and the excited sate population ρ̃12 and ρ22 are

found using w,

w =
1

1 + s
, (2.24)

ρ̃12 =
iΩ∗
(

Γ
2
− i∆

)
2|Γ

2
− i∆|2 (1 + s)

=
iΩ∗
(

Γ
2
− i∆

)
2 (∆2 + Γ2/4 + |Ω|2/2)

, (2.25)

ρ22 =
1− w

2
=

s

2 (1 + s)
=

s0/2

1 + s0 + (2∆/Γ)2 . (2.26)

Looking at eq. (2.26) and considering light fields such that s� 1, the excited state

population saturates and approaches a value of ρ22 → 1/2. The population is equally

distributed between the ground and excited state and w → 0. The interaction

of atoms with electromagnetic radiation results in a force that is composed of a

conservative and a dissipative part (see appendix B). The conservative part is used

to trap atoms, whilst the dissipative part is often used for cooling.

2.1.3 Scattering rates

Imaging techniques rely on the detection of scattered photons from the sample [23,

25,53–58]. For the two level atom, the total scattering rate of photons out of a probe

beam Γtot is given by the product of the excited state rate Γ and the probability of

the atom being in the excited state,

Γtot = Γρ22 =
Γs

2 (1 + s)
. (2.27)

This total scattering rate is composed of both the scattering rates of the coherent

and incoherent photons, Γtot = Γcoh + Γinc. These scattering rates can be found

13



14 2.1. Interaction of atoms with light

Figure 2.3: The graph displays the coherent (Γcoh), incoherent (Γinc) and the total
(Γtot) scattering rates in units of the excited state decay rate Γ, plotted against the
unitless saturation parameter s.

by writing the dipole operator as a sum of its average value and its instantaneous

difference from the average [53, 54, 59], a derivation is beyond the scope of this work,

but the result is

Γcoh =
Γtot

(1 + s)
=

Γs

2 (1 + s)2 , (2.28)

Γinc =
sΓtot

(1 + s)
=

Γs2

2 (1 + s)2 . (2.29)

The three scattering rates eqs. (2.27) to (2.29) are plotted (in units of the excited state

decay rate Γsc/Γ, where Γsc is the scattering rate) against the unitless saturation

parameter s in fig. 2.3. For s� 1, coherent scattering dominates the total scattering

rate, whilst for s� 1 the total scattering is dominated by the incoherent part.

2.1.4 Complex susceptibility

The polarisation density P of a dielectric medium such as a cold atom gas under

the influence of a perturbing electric field E, is related to the field via the complex

susceptibility χ̃ of the medium [60],

P = ε0χ̃E =
ε0
2

(
χ̃E0eiωt + χ̃∗E∗0e−iωt

)
, (2.30)

where ε0 is the permittivity of free space, ω the optical angular frequency, E0 the

electric field amplitude and t the time . With the electric displacement D = ε0E + P,

which using eq. (2.30) can be written as D = ε0 (1 + χ̃) E, the relative permittivity

14



Chapter 2. Laser cooling and optical imaging of atoms 15

of the medium is the term in the brackets,

εr = 1 + χ̃. (2.31)

A sample containing N cold atoms within a volume V has a number density ρ = N/V .

If the dipole moment d = e · r, then this ensemble has a macroscopic polarisation

density P given by

P = ρ〈d〉 = ρTr (ρ̂d) = ρ (d12ρ21 + d21ρ12) , (2.32)

where dmn is the transition dipole matrix element [61]. It is convenient at this point

to make a transformation to a frame that rotates with the perturbing electric field,

such that ρ12 = ρ̃12e−iωt. Equating the two expressions (eqs. (2.30) and (2.32)) for P

gives,

ρ
(
d12ρ̃21eiωt + d21ρ̃12e−iωt

)
=
ε0
2

(
χ̃E0eiωt + χ̃∗E∗0e−iωt

)
. (2.33)

Equating the coefficients of eiωt in eq. (2.33), acting upon both sides of the equation

with d21, and using eq. (2.6) yields an expression for the complex susceptibility,

χ̃ = −2ρ|d12|2ρ̃21

ε0~Ω
. (2.34)

A substitution for ρ21 using the complex conjugate of eq. (2.25), and with |d12|2 =

3πΓε0~c3/ω3, the resonant scattering cross-section σ0 = 3λ2/2π and the detuning

dependant scattering cross-section σ = σ0/ (1 + s0 + 4ν2) [47], the complex suscepti-

bility can be expressed as,

χ̃ =
ρσ

k
(i− 2ν) =

ρσ̃

k
, (2.35)

where ν = ∆/Γ is the detuning in units of the excited state natural linewidth

and σ̃ = σRe + iσIm = σ (i− 2ν) is the complex absorption cross-section. The

susceptibility of a dielectric material determines the response of the polarisation of a

medium to an electric field.

2.1.5 Refractive index

The refractive index n of a homogeneous medium is simply the ratio of the speed

of light in vacuum to the speed of light within the medium. In vacuum, the speed

of light c = 1/
√
ε0µ0, where µ0 is the permeability of free space. Other media may
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16 2.1. Interaction of atoms with light

have a different permittivity ε and permeability µ. In such media the speed of light

is u = 1/
√
εµ, and the refractive index of the medium is,

n =
c

u
=

√
εµ

ε0µ0

. (2.36)

In most non-ferromagnetic materials, including a dilute atomic cloud, with an electric

field at optical frequencies, µ ' µ0 and n '
√
ε/ε0 =

√
εr [60]. Assuming a dilute

gaseous media with n ' 1 and using eq. (2.31), the refractive index can be expressed

as

n =
√

1 + χ̃ ' 1 +
χ̃

2
. (2.37)

Using eqs. (2.35) and (2.37), the refractive index n can be split into its real nRe and

imaginary nIm components,

nRe = 1 +
ρσRe
2k

, (2.38)

nIm =
ρσIm
2k

. (2.39)

2.1.6 Phase shift and optical depth

Assuming the atomic sample is thin enough that transverse propagation of light

inside the sample can be ignored, the phase shift (φ) of the light and the optical

depth (OD) of the sample are determined relative to the light travelling an equivalent

distance through vacuum. With the integral of the refractive index along the

propagation direction
∫

n dz, the probing field amplitude can be written as

Er = E0ei(k
∫

ndz−ωt). (2.40)

In vacuum the atomic number density ρ = 0, thus n = nRe + inIm = 1. In this

scenario
∫

n dz = z, and eq. (2.40) reduces to Er = E0e
i(kz−ωt). This method of

representing Er as in eq. (2.40) will become useful for defining the optical depth OD

and phase shift φ. Using this notation the wave travelling through an atomic sample

with a non uniform complex refractive index n can be easily expressed as

Er + Es = E0e−k
∫

nImdzei(k
∫

nRedz−ωt), (2.41)

where Es is the scattered wavefront from the sample. Limits can be placed on the

integration that cover the extent of the object along the propagation direction. The
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Chapter 2. Laser cooling and optical imaging of atoms 17

Figure 2.4: Displayed is a plot of the phase shift (φ, black line) and optical depth (OD,
red line) in units of the resonant optical depth (OD (ν = 0)), versus the detuning in
units of the excited state decay rate ν = ∆/Γ, plotted for s� 1 so there is negligible
power broadening. For |ν| � 1 the graph displays anomalous dispersion, and there
is a sharp transition between a positive and negative phase shift.

interaction with the sample phase shifts and attenuates the phase and amplitude of

the probing wavefront Er respectively. Then using eq. (2.40) the wavefront exiting

the sample can then be written in terms of an attenuation and a phase shift φ of the

wave propagating through vacuum,

Er + Es = Ere
−k
∫

nImdzeik
∫

(nRe−1)dz = Ere
−OD

2
+iφ. (2.42)

Then an expression for the wavefront scattered by the atoms can be obtained from

eq. (2.42) as,

Es = Er

(
e−

OD
2

+iφ − 1
)
. (2.43)

With the column density defined as the integral of the number density along the

line of sight ρc =
∫
ρ dz, and the expressions for the real and imaginary parts of the

refractive index (eqs. (2.38) and (2.39)) and eq. (2.42), its easy to show that,

φ = k

∫
(nRe − 1)dz =

ρcσRe
2

= −ρcσν, (2.44)

OD = 2k

∫
nImdz = ρcσIm = ρcσ. (2.45)

In fig. 2.4, the normalised phase shift and optical depth (normalised with respect

to the resonant optical depth OD (ν = 0) (eq. (2.45)).) are plotted against ν. Near
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18 2.2. Laser cooling and trapping

the atomic resonance (ν = 0) the graph displays anomalous dispersion, since the

refractive index of the medium increases with decreasing detuning. For negative

detuning (ν < 0), the phase shift is positive, thus indicating that n < 1 and the wave

phase velocity is greater than the speed of light in vacuum.

2.2 Laser cooling and trapping
It could be said that modern cold atom physics started with the slowing of atomic

atomic beams [1, 4, 62–66]. Nowadays, methods to slow down an atomic beam from

an oven is still a critical step for efficient loading many atoms to a ultra-high vacuum

(UHV) environment for cold atom experiments.

The forces that arise as a consequence of the interaction of an electromagnetic

field with atoms (see appendix B) can be utilised to trap and cool the atoms. In

this section a review of standard methods in laser cooling and trapping relevant

to this project will be reviewed. In particular, methods of slowing atomic beams

in one dimension are presented in section 2.2.1, whilst more sophisticated three

dimensional cooling schemes including the optical molasses and magneto-optical trap

are discussed in sections 2.2.2 and 2.2.3 respectively. Optical (see section 2.2.4) and

magnetic (see section 2.2.5) traps that permit cooling schemes such as evaporative

cooling for BEC formation are briefly discussed.

2.2.1 Slowing atomic beams

Atoms thermally evaporated from a typical oven travel at velocities of a few

hundred meters per second, too high to achieve efficient capture into a trap for cooling.

An 87Rb atom with mass mRb = 1.441× 10−25 kg leaving an oven with a temperature

of T = 370 K, has a most probable velocity vp =
√

2kBT/mRb ' 266 ms−1 [67].

Considering that the scattering force saturates, there is a maximum force Fmax acting

on the 87Rb atom in a travelling wave opposing the atom’s motion, thus there is a

maximum deceleration associated with it of amax = Fmax/mRb. Typically half the

maximum value is used for calculation to ensure that atoms are not left behind as a

consequence of the random nature of the force [46]. Assuming the light frequency

remains resonant as the atom is decelerated, the stopping distance can be estimated

as L0 = v2
p/amax = 0.76 m, which is typical for all of the alkali metals. For an atom

leaving the oven with velocity v0 under constant deceleration, the velocity v (z) at a

distance z is

v (z) = v0

√
1− z/L0. (2.46)
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For monochromatic laser light, the assumption that the frequency remains resonant

as the atoms slow is poor. Atoms that are resonant will be decelerated, thus the

change in Doppler shift takes them out of resonance with the slowing laser. Chirped

slowing [46, 47, 64] keeps the atoms resonant as they slow by linearly varying the

laser frequency to compensate the Doppler shift. This laser frequency shift can be

achieved using electro-optic modulators or by directly scanning the frequency of a

diode laser. However, a more efficient approach is to instead vary the atomic resonant

frequency using a Zeeman shift in a so-called Zeeman slower [1, 4, 65, 66]. In weak

fields such that the interaction with the external field is weaker than the hyperfine

interaction [46] the frequency shift δωze is related to the magnetic field strength B

via

δωze = gµBMB/~, (2.47)

with µB the Bohr magneton, M the projection of the angular momentum along B,

and g the Landé g-factor. Using a varying field solenoid to produce a magnetic

field B (z), the atoms can remain resonant with the laser light if ω0 + µBB (z) /~ =

ω + kv (z) is satisfied. Here it is assumed that the transition used for slowing is the

52S1/2 to 52P3/2 in 87Rb, in particular the transition between the hyperfine levels

(F = 2,MF = ±2 → F ′ = 3,MF = ±3) (a diagram of the D2 transition in 87Rb

is given in fig. 4.4.). From eq. (2.46) the field profile required to compensate the

Doppler shift with the Zeeman shift is

B (z) = B0

√
1− z/L0 +Bbias (2.48)

with B0 = ~kv0/µB, and Bbias a bias field that can allow use of a slowing laser with a

detuning from resonance at v = 0 and B = 0. In practice Bbias and ω are tuned such

that atoms have a non zero end velocity, so they can continue on to an experiment

or trap [46]. Such a device permits efficient slowing, since at some point along the

slower any atoms with v < v0 will come into resonance and be slowed. The Zeeman

shift of the ground and excited states must be different so that there is a shift in the

atomic resonant frequency. Alternative techniques to slowing atoms include changing

the resonant frequency using a strong and varying electric field [68,69], and slowing

using high power broadband light [70,71] so that atoms at a range of velocities are

resonant with the slowing light.
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20 2.2. Laser cooling and trapping

During this project an attempt was made to combine the Zeeman slowing scheme

with broadband/chirped beam slowing (see appendix E). However, due to the lack of

success with this attempt, only the Zeeman part is utilised in practice.

2.2.2 Optical molasses

Deceleration of an atom beam only reduces the velocity and its spread in one

dimension, whereas the random fluctuation of the scattering force heats up the atoms

in all three dimensions. The objective of cooling is to reduce the temperature of

cold atom samples in all three dimensions. The optical molasses was the first three

dimensional laser cooling technique applied to atomic samples [5]. It consists of

three orthogonal standing waves constructed by placing two counter propagating

beams along each dimension that overlap at a central point. The six beams derive

from a single laser source and each have an equal negative detuning ∆ from the rest

frame atomic resonance ω0. It will be assumed that the beam intensities are weak

such that s0 � 1. Atoms at rest in the standing wave feel no net force, however

considering an atom with a non-zero velocity, there will be an imbalance in the force

exerted on the atom by the two beams (fig. 2.5). An atom travelling with velocity vz

travels toward a beam with a frequency that is Doppler shifted ω + kvz nearer to

the atomic resonance, whilst it travels away from a beam that is shifted further from

the resonance ω − kvz [46]. This Doppler shift increases the probability of scattering

from the beam the atom is moving toward, thus resulting in a net force which is given

by the net effect of the scattering force from the two counter propagating beams

FOM,z = Fscat (∆− kvz) − Fscat (∆ + kvz). Using f (x+ dx) ' f (x) + f ′ (x) dx, an

expression for this force can be derived as,

FOM,z ' −2
∂Fscat

∂ω
kvz = −αvz. (2.49)

The same result is obtained when considering the other two dimensions. The

light exerts a damping force on the atoms with damping coefficient α, which by

differentiation of eq. (B.4) with s0 negligible in the denominator is

α = 4~k2s0
−2∆/Γ(

1 + (2∆/Γ)2)2 . (2.50)

For this force to oppose the atomic velocity, the detuning must be negative or the

force will be a driving force and tend to increase velocity. Considering the z-axis,
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Figure 2.5: An atom is illuminated by two equal but opposing waves with frequency
ω and negative detuning ∆ < 0, the atom has a velocity vz toward one of the beams.
The resultant Doppler shift (kvz) makes the beam the atom is travelling toward closer
to resonance whilst the beam it travels away from is moved further from resonance.
The imbalance in the scattering force from the beams produces a net force FOM that
opposes the atomic velocity.
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22 2.2. Laser cooling and trapping

the rate of change in the atomic kinetic energy due to FOM,z is

1

2
m
∂v2

z

∂t
= −αv2

z . (2.51)

In steady state, the force seems to reduce the kinetic energy to zero. This is a

physically unrealistic result, since the force cannot reduce the atomic velocity to

zero due to fluctuations in the force that have not been taken into account in the

derivation. By including the fluctuations a limit to the temperature can be found

known as the Doppler temperature, which minimised at ∆ = Γ/2 and is given by

TD = ~Γ/2kB which was long believed to be the lower limit to the optical molasses

technique. The Doppler limit was soon seen as an inadequate limit for laser cooling of

cold atoms when a temperature of 43±20 µK was measured in an optical molasses of

Sodium atoms [72] using the time of flight technique (see appendix A), well below the

predicted Doppler limit of TD ≈ 240 µK. This observation led to the discovery of new

Sisyphus cooling mechanisms to explain the low temperature (see appendix B.0.2).

2.2.3 The magneto-optical trap

The magneto-optical trap (MOT) uses a combination of laser light and magnetic

fields to trap and cool atomic samples [6]. Similar to the optical molasses in sec-

tion 2.2.2, the MOT is composed of standing waves formed by counter propagating

beams along each of the three dimensions with frequency ω tuned below the atomic

resonance. In the MOT, a magnetic field is introduced via coils in the anti-Helmholtz

configuration (fig. 2.6). The field orientation is such that the zero coincides with the

overlap region of the three standing waves (it is noted here that the field produced

by anti-Helmholtz coils is twice as strong along the central axis (z-axis here) than

that of the radial directions, and the separation of the coils is ideally equal to the

coil radius.). Atoms that move away from the field zero see a magnetic field that

lifts the degeneracy of the magnetic sub-levels, thus the state with J = 1 is split into

three sub-levels with MJ = ±1, 0. In order for the radiation to excite a transition to

one of the sub-levels, the photon needs to carry the correct angular momentum with

respect to the quantization axis, which is defined by the magnetic field direction.

A circularly polarized photon with +1 unit of angular momentum is known as a

σ+ photon and can only excite a δMJ = MJ,excited −MJ,ground = 1 transition. The

opposite is true for a σ− photon and a photon carrying no angular momentum can

only excite a transition with δMJ = 0. In the MOT standing waves are formed with
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Figure 2.6: Displayed is a schematic of the set-up of the coils and laser beams in a
MOT. The coils are arranged in the anti-Helmholtz configuration with a current I in
opposing directions for each coil. The black lines represent the field lines from the coils.
Along each spatial dimension there are a pair of counter-propagating beams with
negative detuning ∆ < 0 and opposing σ+ and σ− polarisation. (Inset) A schematic
displaying the effect of atomic position along the z-axis on the magnetic MJ sub-
levels. Atoms that are positioned at ±z see the MJ = ∓1 sub-level Zeeman-shifted
nearer to resonance.
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24 2.2. Laser cooling and trapping

counter propagating beams with opposing circularly polarized light. Similar to the

optical molasses, an atom in the MOT moving with a velocity v toward a beam sees

its frequency Doppler shifted nearer to resonance, whilst the beam it travels away

from is shifted further from resonance, thus resulting in a reduction of the velocity

(see section 2.2.2).

There is another effect caused by the magnetic field and the polarisation of the

radiation. As the atoms position reaches +z from the field zero, the MJ sub-level is

Zeeman shifted nearer to resonance with the σ− radiation. Then there is preferential

scattering from the σ− beam when the atoms position moves toward it, thus pushing

the atoms back toward the field zero , see fig. 2.6.

The force on an atom in a MOT can be computed in a similar fashion to that of

the optical molasses in eq. (2.49). With β = ∂ (δωze) /∂z, the force along the z-axis

is FMOT = F σ+

scat (∆− kvz − βz) − F σ−
scat (∆ + kvz + βz). Using ω0 as a constant so

that the detuning is only a function of ω and using f (x+ dx) ' f (x) + f ′ (x) dx

the force on atoms in a MOT is

FMOT ' −2
∂Fscat

∂ω
(kvz + βz) = −αvz −

αβ

k
z. (2.52)

The force is made up of two components, the first is the same velocity dependant

force as that in the optical molasses and results in a reduction in the atomic velocity

cooling the atoms. The second is a position dependant trapping force that pushes

the atoms toward the field zero where the beams overlap. Atoms undergo a damped

harmonic motion, where the amplitude of the motion decays as A0 exp (−t/τd) with

damping constant τd = 2m/α. The combination of trapping and cooling makes the

MOT convenient when compared to the optical molasses as the preparatory stage

in laser cooling experiments as it can cool more atoms for a longer time as they do

not diffuse out of the trap so easily, thus giving a larger yield of cold atoms. Once

a satisfactory number of cold atoms have accumulated in the MOT, the field can

be switched off and other cooling schemes such as Sisyphus cooling [73,74] can be

implemented (see appendix B.0.2).

2.2.4 Dipole trapping

Cold atoms can be confined within spatially dependant conservative potentials

that arise as a consequence of light and/or Zeeman shifts. In the first demonstration

of a dipole trap for atoms [75] a single focused laser beam was used to generate

the trapping potential, and atoms were loaded into the trap after pre-cooling using
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the optical molasses technique (section 2.2.2). The trapping force is related to the

gradient of the light shift (appendix B) and so the spatial variation in the intensity

of a focused laser beam produces a spatially varying light shift across the beam waist,

and along the beam propagation direction. The trap depth is increased with beam

intensity. This is accompanied with an increased scattering, thus resulting in heating.

To reduce the heating, a large detuning (|∆| � Γ) for the trap beam can be chosen.

Under this condition the scattering rate and the dipole potential depth become

Rscat '
Γ3s0 (x, y, z)

8∆2
, (2.53)

and

Udip '
~Γ2s0 (x, y, z)

8∆
(2.54)

respectively. Proper choice of the detuning can yield a significant trapping potential

with negligible scattering. As the dipole force is dependant on detuning, in order to

trap atoms at the focus of a beam a negative detuning must be chosen. The dipole

force is conservative, hence when there is negligible scattering the total energy is

conserved. As atoms move within the trap volume, they must be cooled into the

potential in order to be captured by the trap. The shape of a trap formed by the

focal point of a laser beam is a cigar, since the intensity changes more rapidly across

the beam waist than longitudinally. The dipole force can be utilised in standing

waves to form more complex trapping potentials such as in optical lattices [76,77].

2.2.5 Magnetic trapping

The Stern-Gerlach experiment demonstrated the force that is felt by a neutral

atom with magnetic moment µ in a magnetic field B, Fmag = ∇ (µ ·B), and this

force has been used to trap cold atoms [78]. Magnetic trapping is often used after an

initial stage of laser cooling with an optical molasses and/or MOT, thus atoms that

are to be trapped move slowly. Slow atoms are able to adiabatically follow the field

direction, thus the dipole moment of the atom and the field direction stay aligned.

Under this adiabatic condition the Zeeman shift (see section 2.2.1) is dependant on

the magnitude of the magnetic field, and using eq. (2.47) the force can be written as

Fmag = −gµBM
dB

dz
. (2.55)
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Due to Earnshaw’s theorem, there can be no magnetic field maximum for a static field

in 3D, but there can be a field minimum, which can be used to trap weak-field seeking

atoms. A quadrupole field [47], generated by a pair of anti-Helmholtz coils as in the

MOT, see fig. 2.6, forms a field minimum at its centre, thus one can use the MOT

coils to generate the trapping field. The field from a pair of anti-Helmholtz coils is

B = Bx, By,−2Bz, near the centre the field increases linearly in the radial direction

r =
√
x2 + y2. The trap attracts atoms in a low-field seeking state (gM > 0) (M

is the projection of the angular momentum along B.), to the trap centre whilst

repelling atoms in a high field seeking state (gM < 0). At the centre of the trap

where |B| = 0, different M states mix together and an atom can transfer into a

different M state that may not be low-field seeking. The atoms that undergo such

a transition will be expelled from the trap. This loss mechanism is inconvenient

for trapping atoms for long periods of time (e.g. ∼ 10 s), other traps have been

devised to counteract the problem such as the Ioffe-Pritchard magnetic trap [46, 47].

Despite the loss mechanism, in this work the quadrupole trap was used to confine

atoms as the long trapping times required for evaporative cooling are unnecessary

and so discussion of magnetic traps is limited to the quadrupole case. For an 87Rb

atom in the 52S1/2,F = 2,MF = ±2 state, the field gradient required in a MOT

(∼ 10 Gcm−1), imparts a magnetic force Fmag ≈ 3.7× 10−24 N, that is just enough

to support atoms against gravity Fgrav ≈ 1.4× 10−24 N. However to use the MOT

coils as a magnetic trap to tightly confine atoms, the current in the coils needs to be

increased, and the heat generated from this current increase must be dissipated by

cooling the coils. This can be achieved with air or water cooling.

The use of magnetic traps for atoms in conjunction with evaporative cooling [79]

is a common method for achieving BEC, where the magnetic potential well depth is

reduced to allow the atoms with the largest thermal energy to escape the trap. The

atoms left behind in the trap re-thermalise to a lower temperature. This powerful

cooling method can achieve much cooler temperatures than optical cooling relying

on spontaneous emission, although a large fraction of the atomic sample is lost to

achieve the low temperatures.

2.3 Traditional ways of imaging cold atoms
In this section a review is conducted of the established imaging techniques for

cold atoms. To this end, the methods are categorised into either incoherent or

coherent schemes. The example given of an incoherent approach is the popular
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fluorescence imaging (see section 2.3.1), in which the nearly isotropic fluorescence

from atoms is imaged in-focus with a camera. Coherent imaging methods for cold

atoms fall into two groups, techniques that record an in-focus image of the sample

transmission (see section 2.3.2) and approaches that image the out-of-focus diffraction

(see section 2.3.3). The difference between detecting the fluorescence and the coherent

samples scattered wavefront Es from the atoms have implications for the diffraction

limited resolution, as is discussed in section 3.1.2, whilst the difference between

recording the in-focus and out-of-focus diffraction has implications for the sensitivity

(see section 6.1.2).

In addition, aberration and speckle noise are two further issues of practical

importance for most imaging techniques. Although complex optical arrangements

can be utilised to minimise aberration in fluorescence and absorption imaging (see

section 2.3.2), it is highlighted that the aberration in phase-contrast (see section 2.3.2)

and dark-ground (see section 2.3.2) imaging is practically unavoidable at high NA,

thus limiting their application in high precision off-resonant imaging.

Speckle noise affects all methods of imaging cold atoms [35], since the narrow

atomic transitions require a laser with a long coherence length Lcoh = λ2/δλ, where λ

is the average wavelength output of the laser and δλ is the laser linewidth. Increasing

the linewidth, as is commonly used in holographic imaging outside of cold atom

research to suppress speckle noise [80], is inadequate for cold atoms, which typically

requires the linewidth to be smaller than the detuning. Speckle noise can impose

difficulties for subtracting away the background light in incoherent or in-focus coherent

imaging, since at high spatial frequency it is sensitive to vibration. When imaging

the out-of-focus diffraction as in diffractive imaging, speckle noise can generate severe

artefacts. In section 5.4 a method is presented for suppressing speckle noise in the

holographic method developed in this work.

2.3.1 Incoherent imaging: fluorescence imaging

Possibly the simplest imaging technique applied to cold atom imaging, in fluores-

cence imaging, a near-resonant probe with known intensity and detuning illuminates

the sample. Then a proportion of the nearly isotropic spontaneous scattering is

collected by a lens, and imaged to a detector, see fig. 2.7. The probe light is normally

retro-reflected and passed twice through a λ/4 waveplate to balance the radiation

pressure during imaging, the balanced MOT cooling beams themselves can be used

as the probe light (section 2.2.3).
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28 2.3. Traditional ways of imaging cold atoms

Figure 2.7: Shown is a schematic of a fluorescence imaging set-up in the 2f -2f lens
configuration. A near-resonant probe beam with known detuning ∆ and intensity I
illuminates the sample, but is not collected by the imaging lens. The probe can be
a single beam, or even the MOT cooling beams themselves section 2.2.3. The lens
collects the fluorescence from the sample and images it onto a detector.

The light collected by the lens subtends an angle 2θ, resulting in a numerical

aperture NA = n sin θ (for vacuum n = 1.), and a solid angle subtended by the

lens of Ω̄ = 2π (1− cos θ). For a camera with an exposure time τexp, and quantum

efficiency Q, the total number of photon counts detected by the camera Nph is given

by (assuming that one detected photon corresponds to one detector count.),

Nph =

(
Ω̄s

4π

)
ΓtotNQτexp, (2.56)

where Γtot is the total scattering rate, see eq. (2.27), N is the number of atoms in

the sample and the factor
(
Ω̄s/4π

)
is the fraction of the 4π solid angle collected by

the lens. The atom number can easily be estimated by rearranging eq. (2.56) for N .

The simplicity of fluorescence imaging makes it a convenient diagnostic tool,

though for precise determination of atom numbers it requires detectors with high

sensitivity and low dark counts. For precision determination of atom number with

optically thick atomic samples this method is inadequate. The probe is quickly

attenuated by the atomic cloud, changing the probe intensity across the sample,

therefore this non-uniform intensity makes the scattering rate difficult to determine

accurately. Although the probe attenuation can be alleviated by saturating the

atoms with an intense probe [41], such an approach makes it very difficult to image

over long exposure times while cooling. Also there is a larger chance of the cloud

reabsorbing the fluorescence. Furthermore, with imperfect control of polarisation,

coherent counter-propagating beams will interfere, thus producing a spatially varying
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intensity across the atomic sample. The combination of these effects tends to inhibit

accurate determination of atom number [57], since Γtot is difficult to define. Accurate

number determination with samples of N ∼ 103 atoms has been demonstrated by

saturating the atomic fluorescence [81].

In the ideal scenario fluorescence imaging is background free and is nearly free of

speckle noise, since it is only picked up by the fluorescence itself. The shot-noise in

each pixel of the image is given by the square root of the number of photons detected√
Nph. This scaling means that maintaining high atom number resolution is more

difficult for larger atom numbers [82]. Therefore the precise atom number counting

demonstrated with atom numbers N = 1200 with a very long exposure time in a

molasses [81] is a remarkable achievement.

Although fluorescence imaging is more suited to imaging smaller atomic samples,

it encounters difficulties when imaging atoms trapped in optical lattices [19–21,77].

Lattice sites with more than one atom occupancy per site cannot be imaged with

a near-resonant probe as atoms are lost in pairs due to inelastic light assisted

collisions [19–22,38], a limitation shared with all resonant detection techniques.

Precision optics are required for high NA imaging, thus increasing the set-up

complexity and inevitably introducing unwanted lens aberrations into images when

the field of view is large. In addition, with the depth of field as described by Berek’s

formula [83, 84] decreasing with an increasing numerical aperture, it is only possible

to focus an image at high NA within a small range along the optical axis (∼ 1 µm

for λ ∼ 1 µm). If attempting to image a sparse 3D optical lattice at high NA, only a

narrow planar slice of the lattice is resolvable with a single shot, thus it is impossible

to address all of the sites within the lattice. This disadvantage is shared with all of

the focal plane detection methods (see section 2.3.2), thus they must be considered

as a purely 2D imaging techniques in a single shot, particularly at high NA, if the

focal plane is not scanned during the probe.

2.3.2 Coherent imaging I: In-focus image recording

In this section, the group of coherent imaging techniques that use lenses to form an

in-focus image at the detector will be discussed. Two of the techniques (absorption

and phase-contrast imaging, see sections 2.3.2 and 2.3.2) use lenses to image both the

illuminating probe light and the light scattered by the sample, whilst dark-ground

imaging (see section 2.3.2) blocks the probe, thus leaving only the image of the

scattered light at the camera.
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Figure 2.8: Schematic of an absorption imaging set-up in the f -2f -f lens configuration.
The sample is illuminated with a plane wave probe (red), and the atomic sample is
located at the focal point of lens1. The camera is placed at the focal point of lens2,
thus the image of the shadow cast by the atomic sample is in-focus at the CCD
camera. The green light represents the coherent scattered wavefront Es from the
sample.

By imaging the probe to the camera, absorption an phase-contrast imaging detect

the signal as a variation in the probe light caused by the atomic sample. For

these techniques the shot-noise level is proportional to the square root of the probe

intensity and is independent of the number of atoms, thus they are more accurate for

determining atom number for large atom numbers when compared to fluorescence or

dark-ground imaging.

Absorption imaging

The attenuation of light by an atomic cloud is commonly measured in laser cooling

labs using absorption imaging [37,85], where the shadow cast in a probe beam by

a cloud of cold atoms is imaged on a detector, as in fig. 2.8. The two lenses in the

imaging system can have different focal lengths f1 and f2, thus the magnification

is given by M = −f2/f1. Standard detectors, such as complementary metal-oxide

semiconductor (CMOS) and charge-coupled device (CCD) cameras are only sensitive

to light intensity. Thus using eqs. (2.42) and (2.43) the detector records,

|Er + Es|2 = |Er|2e−OD. (2.57)

To extract information such as the column density ρc, two images are recorded, one

with (|Er + Es|2) and one without (|Er|2) the atomic sample. Then the absorption
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is simply given by,
|Er + Es|2

|Er|2
= e−OD, (2.58)

and the OD is extracted as the negative natural logarithm of the absorption [85],

OD = − ln

(
|Er + Es|2

|Er|2

)
. (2.59)

With the scattering cross-section σ̃ known, it is easy to determine the column

density using eq. (2.45) as ρc = OD/σIm. Standard cameras are constructed from

pixels with size xpix and area Ap = x2
pix. The total number of atoms N in the sample

that contribute to the absorption, is found by summing over the pixels,

N =
∑
Pixels

ρcAp/M
2 =

Ap
M2σIm

∑
Pixels

OD. (2.60)

Imaging is normally conducted near-resonance to maximize the imaginary part of

the absorption cross-section, since the technique is sensitive to OD only. As can

be seen from fig. 2.4, the optical depth follows a Lorentzian profile and decreases

sharply with increasing detuning |ν|. In addition, imaging is ideally conducted with

s . 1, so that a large proportion of the scattering is composed of coherent photons.

Absorption imaging is a common technique for probing atomic samples [8–10,37],

and can achieve single atom accuracy [86]. The technique is useful for accurate

determination of atom numbers for large atomic samples, since the shot-noise is

proportional to the square root of the probe intensity and is insensitive to atom

number. However, for a camera with maximum pixel count Nmax the absorption

sensitivity δOD ∼ 1/
√
Nmax (see section 6.1.2), thus with standard cameras (e.g

Nmax . 106) and unity magnification it is difficult to achieve an absorption sensitivity

significantly less than ∼ 1 %. Furthermore, the technique encounters difficulties

for atomic samples with OD � 1 due to extinction of the probe light and multiple

scattering effects. Furthermore, similar to fluorescence imaging it suffers from light

induced atom losses if imaging lattice sites with multiple atom occupancy.

When imaging samples with OD � 1, the electric field amplitude of a wave

travelling through the sample is attenuated by e−OD/2, see eq. (2.42), and the

absorption image of such a sample can be “blacked-out” [37,87], thus extracting ρc

from the image becomes difficult. The OD can be reduced by off-resonant imaging

to faithfully retrieve ρc, however with ∆ 6= 0 the real part of the refractive index
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nRe is non-zero, see eq. (2.38), and the sample can phase shift the probe and act

like a lens. The phase shift φ refracts the light by an angle approximately given by

θr ' 2λφ/πa, where a is the characteristic width of the sample. The refracted light

must be collected by the imaging system or it will result in a false absorption signal.

For a diffraction limited imaging system θr must be less than the diffraction angle

θr < λ/a→ φ < π/2. With optimal detuning, imaging clouds with large a is possible,

but reducing a increases θr, thus imaging small samples becomes problematic. To

circumvent the problem the detuning can be further increased, however, since the

OD reduces quicker with detuning, the required detuning for small samples results

in an OD that is undetectable above the imaging noise [37]. Aside, a reduction in

the OD fundamentally results in a loss of signal.

A method of absorption imaging of optically dense samples is to increase the

probe intensity so that the central dense region of the cloud does not fully attenuate

the probe. The density information from the central region can then be retrieved [41],

since the saturated atoms decrease the probe absorption. The coherent scattering

rate (eq. (2.28)) reduces with the increasing probe intensity, thus leading to excessive

shot-noise in the image, and the information in the tails of the atomic density

distribution can be below the shot-noise level. To counteract this problem a second

image of the cloud is recorded with a weaker probe so that the tails are observable,

but the central region of the distribution then yields unreliable information. The

need for multiple images as in this scheme is inconvenient.

The optical density can be reduced by switching off trapping potentials and

magnetic fields, thus allowing the atoms to expand for a certain time until the OD

is sufficiently low [87]. However for experiments with BECs, the expansion is an

irreversible process leading to a loss of information, even if the expansion dynamics

were fully understood.

For atomic samples with a high density, such that resonant dipole-dipole inter-

actions between the atoms are no longer negligible, the atoms can no longer be

described as non-interacting spheres. In this regime the optical depth obtained

via absorption imaging can no longer be described by Beer’s law [39]. There is an

increased likelihood that photons will be scattered multiple times within the cloud,

leading to a reduction in the expected absorption cross-section [40]. Furthermore,

similar to fluorescence imaging, near-resonant absorption imaging suffers from atom

losses via light assisted collisions [38] if imaging optical lattice sites with multiple

atom occupancy.
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Finally, similar to the demand in fluorescence imaging, precision optics are required

for aberration-free high NA absorption imaging of cold atoms at long distances. Then

with the depth of field limited by Berek’s formula [83, 84], only a narrow planar slice

is resolvable with a single shot, thus it is impossible to address all sites of an optical

lattice with a single shot. Then absorption imaging must be considered as a purely

2D imaging technique, particularly at high NA.

Phase-contrast imaging

It is well known that phase sensitive imaging techniques offer solutions to the

problem of probe light extinction when using absorption imaging for samples with

high optical density. Furthermore, off-resonant imaging could provide a solution to

the light induced atom loss and multiple photon scattering issues with near-resonant

probing [34].

The technique of phase-contrast imaging (PCI), developed by Fritz Zernike [88,89],

for which he received the Nobel prize in 1953 [90], is a phase sensitive imaging

technique, that utilises a phase shift in Er or Es to produce contrast proportional

to the phase shift by an object in the recorded intensity. This technique became

important in microscopy, particularly for phase sensitive, and non destructive imaging

of biological samples [91]. PCI has been the most widely implemented phase sensitive

technique for cold atoms [87,92–95]. The ability to probe the atomic sample with

off-resonant light was important for the observation of dynamic processes in cold atom

clouds including: sound propagation through a BEC [92], Feshbach resonances [95],

super-fluid flow [96] and vortex nucleation [97].

An example of the PCI set-up is shown in fig. 2.9, where the set-up is similar

to absorption imaging, see fig. 2.8, but with a phase plate inserted in the imaging

system to phase shift Er relative to Es so they interfere at the camera. The dimple

in the phase plate is typically between ∼ 10 µm and ∼ 100 µm in diameter and is

positioned to minimally affect Es, whilst providing the phase shift to Er.

Considering the simple scenario of a weakly phase shifting (φ� 1) pure phase

object, the scattered wave can be approximated as Es = Ere
iφ ≈ iφEr. Then for

a phase plate giving a typical relative phase shift of ±π/2 [37], the reference field

becomes Er = Ere
±iπ

2 = ±iEr. Then ignoring terms with φ2, the intensity recorded

by the camera is

|Es + Ere
±iπ

2 |2 ≈ |iφEr ± iEr|2 = |Er|2 (1± 2φ) . (2.61)
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34 2.3. Traditional ways of imaging cold atoms

Figure 2.9: Displayed is a schematic of a phase-contrast imaging set-up in the f -2f -f
lens configuration. The sample is illuminated with a plane wave probe Er, and the
atomic sample is located at the focal point of lens1. The camera is placed at the
focal point of lens2, thus the image of Es is in-focus at the camera. A phase plate
with a bump or dip is used to shift the phase of Er after probing the sample by an
amount ±π/2 relative to the scattered wave Es, so they interfere at the camera.

Though in practice, for most objects there will be some residual absorption, which

affects the imaging accuracy and the sensitivity of PCI [24]. Similar to absorption

imaging, the shot-noise in PCI is proportional to the square root of the reference field

intensity, thus is can be useful for accurate determination of atom number for larger

atomic samples. However, the phase shift sensitivity also scales as δφ ∼ 1/
√
Nmax,

thus it is difficult to achieve a sensitivity below 5 mrad [34] using standard cameras

(e.g with Nmax . 106) with an image magnification near unity (see section 6.1.2)

PCI involves a higher degree of complexity when compared with absorption

imaging. The difficulty arises in the alignment of the focused Er to the small phase

bump/dip in the phase plate, since its effect on the probe is difficult to distinguish

from a dust particle. Larger bumps/dips are easier to align, but unintentionally shift

more of Es, thus reducing the signal and introducing unwanted artefacts [91, 98].

Despite the benefits of off-resonant probing, such as alleviating the multiple scattering

signal deviation associated with near-resonant probing of optically dense clouds [40],

the complexity of PCI is a likely reason that it is less common in laser cooling labs

than absorption imaging [24].

Aside from the difficulty in aligning the phase spot, the approximate nature of

eq. (2.61) suggests that the information obtained with PCI is approximate. The

error comes from the proportion of the scattered wave Es that co-propagates with

the probe light that is unintentionally phase shifted by the phase plate. At high NA,
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this error becomes more severe; imaging requires precision high NA optics which

must compensate for aberration, and the imaging lens (lens1 in fig. 2.9) is required

to accomplish two different tasks at once. The lens must collimate the scattered

wavefront from the sample, and simultaneously tightly focus the probe light to a

point that is smaller than the phase bump/dip. For one of these tasks the lens is in

the reverse direction from the ideal orientation, thus it will introduce unnecessary

aberration into either Er or Es. At high NA, tight focusing of the probe beam is thus

impossible, and this design inadequacy introduces “halo” or “shade-off” artefacts

into the image [91, 98]. These artefacts arise in two ways, firstly parts of Er that

miss the phase bump/dip will not be phase shifted, leading to a reduction in the

image contrast, particularly around the edges of the sample. Secondly parts of Es

that are unintentionally phase shifted by the phase bump/dip lead to a reduction in

the contrast at the centre of the image of the sample formed at the detector.

Similar to absorption imaging PCI records an in-focus image, thus it must be

considered as a purely 2D imaging technique. Furthermore, PCI suffers from speckle

noise, particularly in the reference field (see section 2.3.2). This can be reduced

through adjustment of the probe alignment to the atoms and camera. Though

adjustment of the probe alignment is inferior to its full removal, as occurs in dark-

ground or fluorescence imaging (sections 2.3.1 and 2.3.2 respectively).

Finally, it is also worth mentioning that the phase plates that are required for

coherent PCI are not readily commercially available; instead they need to be made

using nano-fabrication techniques such as chemical etching or focused ion beam

lithography to create a dip in the plate or creating a bump by depositing a layer of

phase shifting material on the plate, for example with physical vapour deposition.

These fabrication techniques are specialized and can be costly.

Dark-ground imaging

A modification can be made to the phase-contrast imaging geometry by replacing

the phase plate with an absorptive mask. The camera then detects the scattered

wavefront intensity in an imaging scheme termed dark-ground imaging. Wolfgang

Ketterle’s group were the first to apply the technique of dark-ground imaging (DGI)

to cold atom samples [99], and more recently DGI has been utilised to image a

sample with a few tens of atoms [57,58,100] and atomic samples with large optical

thickness [101]. The technique differs from absorption imaging and PCI in that the

technique is sensitive to both OD and φ simultaneously.
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36 2.3. Traditional ways of imaging cold atoms

Figure 2.10: Displayed is a schematic of a dark-ground imaging set-up in the f -2f -f
lens configuration. The sample is illuminated with a plane wave probe Er, and the
atomic sample is located at the focal point of lens1. The camera is placed at the
focal point of lens2 so that the image of Es is in-focus at the camera. An absorptive
mask is used to block the unscattered probe light Er after probing the sample, thus
|Es|2 alone is detected by the camera.

In DGI the reference wave is removed from the imaging system after it has probed

the atomic sample by placing an absorptive mask at the Fourier plane of the imaging

system, see fig. 2.10. The scattered wavefront is largely unaffected by the mask and

continues to propagate to the camera, where an in-focus image of |Es|2 is recorded.

For comparison with PCI, a weak (φ� 1) pure phase object produces a signal at

the detector that is quadratic in φ,

|Es|2 ≈ |iφEr|2 = |Er|2φ2. (2.62)

Then for small phase shifts |φ| � 1, the signal in PCI (eq. (2.61)) is much larger

than that of DGI. Though alignment of the Er focal spot to the opaque mask in

DGI is by far easier than alignment to the phase mask in PCI [24], since standard

detectors are sensitive to intensity.

Similar to fluorescence imaging, DGI removes the background light and its asso-

ciated shot-noise, hence the shot-noise level in DGI is given by the square root of

the dark ground signal only. The relation between the dark ground signal and atom

number is composed of a coherent term that is proportional to atom number and an

incoherent term proportional to the square of the atom number [57]. By blocking

the background light, the technique blocks a large amount of the noise that would

appear in absorption, phase-contrast or holographic imaging such as laser speckle.
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Similar to the “halo” and “shade-off” artefacts in PCI, at high NA it becomes

increasingly difficult to fully block the probe light without affecting Es, thus DGI

will suffer from imaging artefacts if the absorptive mask unintentionally blocks too

much of Es, or if it does not fully remove Er. Stringent demands are placed on

the imaging optics for high NA imaging which must also suppress aberration. Also,

similar to absorption (see section 2.3.2) and phase-contrast imaging (see section 2.3.2),

the technique suffers from a limited depth of field at high NA. A more rigorous

comparison of DGI with other imaging techniques is given in [57].

2.3.3 Coherent imaging II: Out-of-focus recording of the

diffraction pattern

Holographic imaging techniques for cold atoms extract both the phase and ampli-

tude of the scattered wave Es from the interference pattern (hologram) it produces

with a coherent reference Er. These techniques come in the form of either off-axis

(see section 2.3.3) or in-line (see section 2.3.3 and chapter 3) holography. Generally

holographic techniques extract the out-of-focus Es, then a numerical propagation to

the focal plane permits retrieval of the sample spatial and optical properties. The

numerical propagation strictly follows the Maxwell equations, thus is aberration

free. However, lenses can be utilised to enhance retrievals resolution. In contrast

to in-focus imaging schemes, holographic methods can resolve features along the

imaging axis via numerical focusing, so they can be considered three dimensional.

In-line holography consists of illuminating the sample with a probe and recording

its interference with the out-of-focus diffraction of Es. In off-axis interferometers,

a separate reference arm traverses an alternate path to the probing field before

it is recombined at the detector. Off-axis techniques permit spatial or temporal

heterodyning, without which, the phase of Es cannot be retrieved from a single

hologram, leading to the well known twin image problem [43–45]. Diffraction-

contrast imaging (see section 2.3.3) is a type of in-line holography that assumes a

monomorphous responsivity (it is assumed that the probe absorption and phase shift

are proportional to the column density.) from the atoms to remove the twin image

noise. To date diffraction-contrast imaging has been the only demonstration of the

in-line technique for imaging cold atoms.

The application of holographic methods to cold atoms is so far limited to a few

examples [23–25,56], primarily due to twin image and speckle noise. In the following,

these few examples are summarised and compared with in-focus imaging methods.
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38 2.3. Traditional ways of imaging cold atoms

Figure 2.11: Diagram of a set-up for off-axis holography. The probe light is split into
two pathways by a beam splitter. The probe beam is absorbed and phase shifted
by the atomic sample whilst the reference beam is largely unaffected, apart from
scattering of the mirror and other optics that may be used. The reference beam is
guided by optics to coincide with the probe beam at an angle at the camera plane
where the interference of the probe, the scattered wave from the sample and the
reference beam is captured.

A more detailed discussion of the in-line geometry is given in chapter 3, where a

novel realisation of an in-line holographic microscope is introduced to solve the twin

image, DC and speckle noise problems.

Off-axis holography

A group of separate path interferometers have been proposed [102, 103] and

implemented [25, 56] for minimally destructive holographic imaging of cold atom

samples. Each follow a general theme whereby the probe beam is split into two

separate paths. One beam travels along the probe pathway and interacts with the

atomic sample, whilst the reference beam is diverted around the atomic sample. The

reference beam is usually diverted outside of the vacuum chamber, or optics are used

to steer the beam through a path similar to the probe beam without interacting

with the sample. The two beams are recombined at an angle at the plane of the

CCD detector where they interfere, see fig. 2.11. What is usually extracted is the

wavefront of the probe plus the scattered light from the sample.
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A type of off-axis holography, known as spatial heterodyne imaging [25], has been

implemented for minimally destructive phase sensitive imaging of cold atoms. The

set-up is similar to that of fig. 2.11, but two lenses are inserted into the set-up, one in

the probe arm after the atomic sample, and one in the reference arm (see [24, 25] for

more detail). The curvatures of the probe and reference beams are matched at the

CCD, so that the interference between the two produces straight fringes without the

atomic sample. The atomic sample attenuates and phase shifts the probe beam (see

section 2.1), which changes the structure of the fringes. A phase shift in the probe

displaces the interference fringes from their atomic sample-free positions, whilst an

attenuation reduces the fringe contrast. Analysis of the fringes allows extraction of

the sample properties.

Spatial heterodyne imaging consists of an elaborate arrangement of optics to steer

and image the probe and reference beams to the detector, and the system is highly

sensitive to vibration and difficult to align [24]. The use of lenses in the imaging

system introduces their unwanted aberration, whilst the use of a reference beam

tilted to the probe beam restricts the imaging resolution (see section 3.1.3).

A polarisation-based separate path interferometer has been demonstrated with

photon shot-noise limited sensitivity [56]. The set-up of this technique is again a

modified version of fig. 2.11, where the probe and reference beams are recombined

after the probe interaction with the atomic sample. The combined light is then split

into two according to the polarisation of the light using a Wollaston prism, then each

beam is detected by a separate CCD [56]. The signal on the both CCDs is analysed

to extract the phase and attenuation of the probe beam by the sample. Whilst

this method impresses with its photon shot-noise limited sensitivity, the optics to

steer the probe and reference beams are complex. The requirement for multiple

CCD cameras and an array of optical components makes the technique expensive,

susceptible to lens aberration and more difficult to align. The need for multiple

optics after the atomic sample increases the distance between the sample and the

imaging lenses, thus limiting the numerical aperture available for imaging.

A type of temporal heterodyning known as phase shifting interferometry [104]

has been proposed for cold atom imaging [102,103]. The technique requires multiple

exposures of the sample to remove the twin image noise, which can be slow.

A multi exposure technique has been demonstrated for phase shift sensitive

imaging of a single ion [55]. A holographic retrieval of the sample phase shift may

improve the signal to noise level of reconstructed images.
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Diffraction-contrast imaging (In-line holography)

The simplicity of in-line holography is convenient, since all that is required is that

the sample be illuminated with a coherent probe and the diffraction pattern imaged

with a detector. In such schemes the requirement of imaging lenses is alleviated,

thus eliminating lens aberration. A well known issue with the in-line scheme is the

formation of a conjugate image that is in-line with the extracted real image Es (see

section 3.1.3). To aid in the introduction of the microscope developed in this work,

a detailed discussion of the in-line holographic geometry is deferred until chapter 3.

All imaging lenses and their unwanted aberrations can be removed using the off-

resonant, minimally destructive diffraction-contrast imaging (DCI) [23,24], where the

sample is illuminated by the probe and the out-of-focus diffraction pattern is recorded.

It is possible to image with plane wave or point source illumination [23]. DCI can

be achieved with an absorption imaging system (fig. 2.8), simply by translating the

CCD away from the in-focus image of the shadow in the probe beam and recording

the diffraction. The increase in flexibility by adapting an absorption imaging system

is at the expense of removing lens-less advantage of DCI, since the lenses in the

absorption imaging system can introduce aberration into images.

The technique then retrieves the sample column density ρc from the reduced

contrast |Er + Es|2/|Er|2 − 1. Retrieval requires the object to have a uniform

refractive index, so that the absorption and phase shift are proportional to ρc. This

monomorphous assumption may explain the lack of widespread use throughout the

cold atom research community, since it requires a positive absorption coefficient and

inhibits independent retrieval of the probe absorption and phase shift simultaneously

(as will be demonstrated by this work in chapter 6).

If the object is phase retarding, the contrast transfer function used for image

reconstruction has zeros in it for low spatial frequency, thus rendering the retrieval

of ρc an ill-posed inverse problem [23]. The Tikhonov method [105] is proposed as a

solution to the problem, but whilst it reduces the amplification of image noise, it

introduces distortions into the reconstruction [23, 24,106]. The zeros in the contrast

transfer function could be interpreted as an effect of the twin image (ErE
∗
s) not being

fully removed from the diffraction pattern (see section 3.1). Furthermore, DCI does

not fully remove the disturbance from the DC noise (|Es|2) [34]. Derivation of the

contrast transfer function relies on the paraxial approximation, this may render high

NA imaging inaccurate [106], an issue that may be addressed by not assuming small

angles.
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A key advantage of DCI and the holographic techniques (sections 2.3.3 and 3.1) is

that they do not require lenses to form an in-focus image at the camera. Therefore

they do not suffer from a decreased depth of view at high NA, thus allowing imaging

of objects at unknown distances from the detector prior to recording, and allowing

imaging of multiple objects at multiple planes with a single recording. This would in

principle permit holography to resolve all sites of an optical lattice with a single shot

without loss of resolution.

An overlooked advantage of in-line holography with point source illumination is

that is permits a larger intensity at the sample plane than at the detector. This

allows a longer exposure time before saturating the cameras pixels. This property

of point source in-line holography is explored for improving imaging sensitivity in

section 6.1.2. These potential benefits of the in-line geometry are dependent on the

ability to alleviate the troublesome twin image problem.

2.4 Summary and discussion
The theory presented in this chapter gives a brief insight into and a foundation

to the mechanisms used in this work when trapping, cooling and imaging atomic

samples. In the review given for established imaging techniques for cold atoms,

certain weaknesses are highlighted. Considering the difficulties encountered with near-

resonant absorption (see section 2.3.2) and fluorescence imaging (see section 2.3.1),

a phase sensitive method is required to push the boundaries of cold atom research

beyond its current state. Furthermore, considering the inadequacies of the current

array of phase sensitive cold atom imaging techniques (see sections 2.3.2 to 2.3.3),

there remains a demand for an off-resonant imaging technique that can image reliably

at high numerical aperture at both the shot-noise and diffraction limits. Such a

technique may be useful for detecting internal state dynamics such as ground state

spin, or for detection of optical lattices with multiple atom occupancy per site.
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Chapter 3

Double point source in-line

holographic microscopy for cold

atoms

Considering the resonant light assisted collision atom losses [38] and multiple scat-

tering induced signal deviation [40] problems in near-resonant fluorescence and

absorption imaging (see sections 2.3.1 and 2.3.2), and the difficulties encountered

by the currently available phase sensitive methods at high NA, such as imaging

artefacts and the CCD dynamic range limiting the phase shift sensitivity, there

remains a demand for an off-resonant imaging technique for high NA precision

phase microscopy of cold atoms. In this chapter, a novel double point source in-line

holographic microscope is proposed as a solution to these problems.

The application of in-line holography to cold atoms is so far limited to diffraction

contrast imaging [23, 24], and as of yet, no in-line technique for cold atoms can

boast reliable imaging at high NA with diffraction limited resolution and shot-noise

limited sensitivity. Similar to the progress made following the implementation of

phase-contrast imaging for cold atoms (see section 2.3.2), as a relatively unexplored

imaging technique for cold atoms, in-line holographic microscopy may permit imaging

of previously unobserved dynamic processes in cold atom gases, and it could extend

the range of observables in quantum gas microscopy [19–22,77].

43



44 3.1. Gabor’s single point source holographic microscope

Figure 3.1: Diagram displaying the set-up of an in-line point source holographic
microscope. A spherical wave Er emanates from the point source (small red point)
and interacts with the sample at z = z0 generating a secondary wave Es. The
interference of the two wavefronts is recorded by the CCD camera at z = L. The red
cloud located at z = −z0 illustrates the twin image, whilst the DC image focuses
to the point source. (Inset) A cross sectional view at the z = z0 plane showing
interference between the real and twin image that appears in-line with the real image
in this geometry. An imaging lens can be used to image the diffraction pattern to
the CCD, though this is not needed.

3.1 Gabor’s single point source holographic

microscope

The first and simplest incarnation of holography, was that proposed by Dennis

Gabor in 1949 [43–45], for which he received the Nobel prize in Physics in 1971 [107].

The technique was originally proposed as a way of circumventing the aberrations

associated with magnetic electron lenses in electron microscopy [26]. Commonly in

optical holographic microscopes, a point source is used as a “perfect lens” to magnify

the interference pattern between the point source and the scattering from an object

placed in its path. It is known that the wavefront emanating from such a point

source, or a pinhole with a sub-wavelength diameter, can be well approximated by a

spherical wave,

Er '
√

P

4πR2 eikR, (3.1)

with R the wavefronts radial position vector from the source and P the wave power.

To distinguish between point source and plane wave illumination, the point source

case is often referred to as in-line holographic microscopy, due to the magnification

effect of the point source.
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3.1.1 Gabor’s idea

As is depicted in fig. 3.1, the technique consists of illuminating the sample

a distance z0 away from the source with the spherical reference field Er. The

interaction with the sample generates a secondary wave Es emanating from the

sample, which as derived in section 2.1.6 is given by eq. (2.43). Digital in-line

holographic microscopy (DIHM) can be thought of as a two-step imaging process,

where the first is the experimental process of recording the hologram H, and the

second is the numerical process of identification of the scattered wavefront Es and

the subsequent reconstruction of its in-focus image.

The unscattered part of Er, and Es continue to propagate a toward the camera

a distance L away from the source. This camera can only measure light intensity,

thus records the hologram H as the interference between the two wavefronts. Before

digital recording techniques became commonplace, H would have been recorded in a

photosensitive film and reconstruction would have been achieved by illuminating the

hologram with the reference, hence reconstructing the image optically. Now holograms

are commonly recorded with digital CCD/CMOS detectors, and reconstructions are

performed numerically on a computer [108,109].

Although the camera does not directly detect the wavefront phase, it is encoded

in the interference fringes of the hologram,

H = |Er + Es|2 = |Er|2 + E∗rEs + ErE
∗
s + |Es|2. (3.2)

From left to right, the terms in eq. (3.2) are referred to as the far field reference

intensity, real image, twin image and DC image respectively. Simply recording a

hologram with the sample removed H0 = |Er|2 gives the reference intensity. This is

particularly quick and simple to achieve for cold atom samples, since atoms can be

quickly removed by switching off trapping potentials. If the position of the point

source relative to the camera is well known then so is Er, thus an estimation of the

scattered wavefront from the sample at the camera plane can be made,

EH =
H −H0

E∗r
= Es +

ErE
∗
s

E∗r
+
|Es|2

E∗r
. (3.3)

However, this estimation remains disturbed by manifestations of the twin image and

DC terms. In plane wave illumination, the twin image results in a virtual image,

displaced an equal distance from the camera from the real image, but on the opposite
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side. In point source holography with z0 � L, the real image (Es) focuses at z = z0.

The twin image term in eq. (3.3) appears at z = −z0 as depicted in fig. 3.1, whilst

the DC term focuses to the point source at z = 0. Both the twin and DC terms

appear in-line with the real image, thus at the z = z0 plane, the in-focus real image is

disturbed by the out-of-focus twin and DC images. The inset of fig. 3.1 depicts this

effect, where a simulated reconstruction of a phase object experiences interference

with out-of-focus twin and DC images.

3.1.2 The angular spectrum method

The second stage of digital holographic microscopy encompasses the identification

of Es via knowledge of Er and eq. (3.3), and obtaining an in-focus image at its focal

plane Es (z0) from the estimation at the camera, eq. (3.3), by numerical propagation.

Approaches to numerical wavefront reconstruction include: reconstruction via the

Fresnel approximation [110], reconstruction via a convolution approach [111] and the

angular spectrum method [36,109,112–114] that is used in this work.

The propagation of a wavefront E between two dimensional parallel planes is

governed by the Helmholtz equation [112],

(
∇2 + k2

)
E (x, y, z) = 0. (3.4)

The complex electric field is of the form E (x, y, z) = eik·R = E (x, y) eikzz, with

k2 = k2
x + k2

y + k2
z . Writing E (x, y) as a function of its 2D Fourier spectrum

E (kx, ky), and using k2
z =

√
k2 − k2

x − k2
y its easy to show that

E (x, y, z) =

∞∫
−∞

∞∫
−∞

E (kx, ky) ei(kxx+kyy)eiz
√
k2−k2x−k2ydkxdky (3.5)

is a solution to the Helmholtz equation, eq. (3.4). For ease of notation, E (x, y, z)

may be written only with its z-coordinate E (x, y, L) = E (L). Then any wavefront

at the camera plane E (L) can be propagated to any z-plane by taking the 2D Fourier

transform, multiplying by the propagation kernel, and taking the inverse Fourier

transform

E (z) = Û (z − L) E (L) = F−1ei(z−L)
√
k2−k2x−k2yFE (L) . (3.6)
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Figure 3.2: (a) Image of the scattered wavefront after propagating the wavefront in
(b) via eq. (3.6) to its in-focus image (|Es (z0) |). (b) Image of the scattered wavefront
from a numerically generated phase object with a characteristic width of 22 µm, at
the camera plane (displayed is |Es (L) |).

This method of wavefront propagation is commonly referred to as the angular

spectrum method in the literature [36,109,112–114].

The action of eq. (3.6) on a numerically generated scattered wave from a phase

object with a diameter of 22 µm is shown in fig. 3.2. It is important to note that

this wavefront has been generated in absence of both the twin and DC image noise.

At the camera plane the wavefront is spread over a large area of the camera, see

fig. 3.2(a), whilst at z = z0 the wavefront is tightly focused, see fig. 3.2(b). For ease

of notation, two operators Û0 = Û (z0 − L) and Û−1
0 = Û (L− z0) are introduced.

Û0 propagates any wavefront at the camera plane to the object plane and Û−1
0 does

the reverse of Û0.

Resolution in coherent and incoherent imaging

The resolution of the microscope determines the size of the smallest features

that will be resolvable by the imaging system, and can be defined as the minimum

spacing between two points whilst the image of the two points remain resolvable. In

this section the resolution for Gabor’s coherent in-line holographic technique will be

presented and compared with the resolution for incoherent imaging.

In incoherent imaging the fluorescence from a single atom is nearly isotropic,

and the light collected by a lens subtends an angle 2θ, as drawn in fig. 2.7. These

incoherent photons are then imaged to a detector to form an intensity image. In a

medium with refractive index n, the lateral resolution R̃lat is given by the spatial

frequency of the intensity |klat| = 2n|k| sin (θ) along the lateral direction, from two

focusing light rays with spatial frequency |k| intersecting at the atom image with
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48 3.1. Gabor’s single point source holographic microscope

Figure 3.3: Schematic of the point source in-line geometry, highlighting the quantities
relevant for determining the microscope resolution. The point source (small red
circle) illuminates the sample, the CCD with a width xc subtends an angle 2θp to
the source a distance L away, and angle 2θ to the object a distance L− z0 away.

the largest angle (2θ, from opposing edges of the hologram) in the imaging system.

Consistent with Abbe’s criterion [115], the lateral resolution with |klat| = 2π/Rlat is

R̃lat = λ/2n sin (θ).

A commonly overlooked fact in the literature [27, 28] is that the lateral resolution

in amplitude measurement-based coherent imaging techniques, including DIHM

absorption and phase contrast imaging, is larger than that in intensity measurement

based incoherent methods by a factor of two. To understand this, consider a simplified

picture where the atomic density is periodically modulated so as to resemble a

grating. The Bragg condition (see appendix D.1.1) dictates that for any single ray

in the probing light, only one order of diffraction can exist from a single location

in the sample at any time. For any coherent imaging technique, no two rays are

able to interact with a single location in the sample to simultaneously generate

the positive and negative orders of diffraction. Hence considering the case that

from a specific location in the sample a m = 1 order diffracted ray is such that

it intersects the detection plane at its very edge, there will be no corresponding

m = −1 order diffraction from the same location striking the opposing edge of the

camera. Furthermore, with coherent techniques sensitive to the coherent scattered

wave complex electric field Es, the lateral resolution must be determined from the

resultant spatial frequency of the wave amplitude and not its intensity. Then it is

easy to understand that upon holographic reconstruction of the image, a ray from

the edge of the hologram focusing to the image with spatial frequency |k|, will have

a lateral component of its spatial frequency given by |klat| = n|k| sin (θ). Following a
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similar argument for the depth component, the minimum imaging resolutions are

respectively,

Rlat =
λ

n sin (θ)
, (3.7)

Rdep =
λ

n (1− cos (θ))
. (3.8)

The resolution is determined by the wavelength of the illuminating light and the

NA of the holographic microscope, and is a factor of two larger than the incoherent

fluorescent imaging.

For an object placed along the central imaging axis, it is easy to conclude by

looking at fig. 3.3 that the numerical aperture of in-line holographic microscopy is

given by

NAc = n sin (θ) = n sin

(
arctan

(
xc

2 (L− z0)

))
, (3.9)

but in digital holography, according to the Whittaker-Shannon sampling theo-

rem [112], an interference fringe period must be larger than at least two pixels

to be resolvable without aliasing [112, 116–119]. This condition λ/ sin (θb) ≤ 2xpix

imposes an upper limit NAmax to the achievable NA for a given microscope geometry,

which, with θb = θ − θp, is

NAmax = n sin

(
arcsin

(
λ

2xpix

)
+ θp

)
. (3.10)

There is a limited range of valid values of z0 that an object may be placed at for

imaging without aliasing. Assuming that the object is placed at a positive value of z,

and if z0 � L and xc � 2L, the small angle approximation can be invoked to show

that the maximum point-like object-source separation along the z axis is given by

z0,max ≈
λL2

λL+ xcxpix

. (3.11)

Then for z0 ≤ z0,max, the numerical aperture is NA = NAc until it reaches a maximum

value at z = z0,max of NA = NAmax. For z0 > z0,max the NA is not well defined,

since the detector cannot fully resolve the interference fringes and aliasing will be

introduced into the reconstruction.
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50 3.1. Gabor’s single point source holographic microscope

Figure 3.4: Plots displaying the numerical aperture ignoring the Shannon sampling
theorem (NAc), the Shannon limited maximum numerical aperture for the given
microscope geometry (NAmax) and the resolvable numerical aperture (NA) as a
function of the point source-object separation (z0) for: (a) A high NA≈ 0.55 geometry
with source camera separation L = 6 mm, and (b) A lower NA≈ 0.15 geometry with
source camera separation L = 30 mm.

As an example, take a camera of width xc = 6.6 mm and pixel size xpix = 6.45 µm.

The effect of changing z0 on the NA is demonstrated for constant source camera

separations of L = 6 mm, fig. 3.4(a), and L = 30 mm, fig. 3.4(b). The graphs

displaying NA versus z0 show the NA increasing until it reaches a limiting value.

Using the microscope geometry and eq. (3.11), the value of and z0,max ≈ 10 mm

agrees with the limiting value indicated in fig. 3.4(b), whilst the divergence of the

predicted z0,max ≈ 0.6 mm from the value indicated in fig. 3.4(b) is likely due to the

high NA geometry making the small angle approximation invalid. Optimising the

microscope resolution without resorting to the use of imaging lenses requires the

smallest L possible within the physical constraints of the experiment, and the object

to be placed at a large z0 → z0,max so that NA → NAmax. Design of a microscope

with high NA as in [80] is entirely plausible, even for use in laser cooling experiments

where the optical access is shared between the imaging and cooling optics.

Sub-pixel resolution

The phase and amplitude information from the light scattered by the object

Es is fully contained within the interference fringes. Provided that the fringes can

be resolved by the detector, the full diffraction limited resolution for the object

is recorded within the hologram H. However, often the recorded hologram has a

pixel size which is larger than the diffraction limited resolution xpix > λ/NA. A

simple direct propagation of the recorded hologram using eq. (3.3) and then eq. (3.5)

maintains the pixel size of the camera and the final image resolution is limited by

xpix. To overcome this problem and achieve sub-pixel size resolution, each of the

N×N pixels in H can be split into T 2 new pixels (a more time consuming option
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with little benefit, is to carry out an interpolation of the signal onto a finer grid [36])

with size xpix,T = xpix/T .

The lateral spatial period of the reference field Er at the very edge of detector

is given by λ/NA. With the Whittaker-Shannon sampling theorem requiring at

least two pixels to resolve a single period, supporting a diffraction limited resolution

requires that

xpix,T ≤
λ

2NA
. (3.12)

Then the final reconstructed image pixel width must be at most half of the imaging

resolution.

The expanded hologram has NT ×NT pixels. For a typical value for the expansion

factor of T = 5, a hologram initially recorded with 1000×1000 pixels is reconstructed

with 5000 × 5000 pixels. This increase in pixel number requires a larger memory

resource and higher speed processing units, such as a graphics processing units GPU

(or a GPU cluster), to maintain the reconstruction speed, since the fast Fourier

transforms in eq. (3.5) become slow. Two methods based on the superposition

principle of fast Fourier transforms [36,113] have been presented to counteract the

reduction in computation speed for the angular spectrum method. Both methods

involve cutting the hologram into tiles, which inevitably introduce a knife edge

diffraction effect into the reconstruction from the cut. This should not effect the

final image resolution, but for sensitive imaging at the shot-noise limit the added

noise is unwanted.

3.1.3 The twin image problem and its solutions

The downfall of in-line holography is the out-of-focus twin image noise, and

to a lesser extent the DC noise for optically thick objects (section 3.1). This

lead to a vast amount of research in the decades following the proposal of in-line

holography into removal of the twin image term in particular. Methods include:

subtraction based techniques [120,121], off-axis spatial heterodyning [122–124], off-

axis temporal heterodyning [104,125,126] (also known as phase shifting holography),

and deterministic [127,128] and iterative [129–133] phase retrieval. Some twin image

removal techniques include the ability to remove the DC noise term, but there

are methods that have been developed to remove the DC term alone [30–32]. Of

particular importance to this work are the off-axis spatial heterodyning and iterative

phase retrieval techniques, see [134,135] for in depth reviews of twin image removal,

whilst a comparison of the iterative phase retrieval algorithms is given in [131].
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52 3.1. Gabor’s single point source holographic microscope

After the proposal of off-axis spatial heterodyning holography by Leith and

Upatnieks [122,123], it soon became the method of choice for holographic imaging,

thanks to its ability to remove the twin image noise. The reference field interferes with

the probe arm at an angle to the scattered wave from the object. The introduction

of an off-axis reference beam spatially separates the real and twin images at each of

their focal planes, and eliminates the twin image noise. However, removing the twin

image does come with costs since multiple additional optical elements are required

when compared to in-line holography, thus leading to an increase in sources of

speckle noise, and making the set-up more susceptible to vibration and temperature

fluctuations. Also imaging extended samples requires a large angle between the

probe and reference arms, thus decreasing the fringe separation at the camera, and

increasing the recording resolution requirement [134]. This problem is exacerbated

at high NA, thus a second consequence of the requirement for an increased recording

resolution is that it is difficult to achieve high NA imaging with standard CCD

detectors. Off-axis holographic techniques have so far rarely been used with cold

atoms (see section 2.3.3), mainly because of their increased complexity, but also due

to the difficulty in achieving reliable and precise high NA imaging without lenses.

The off-axis phase shifting techniques (section 2.3.3) require multiple images

recorded with a phase shift introduced to the Er or Es wavefront between each

capture. The shifts can be achieved with a wave plate or by mechanical extension

of a mirror [104,134]. Phase shifting holography has been proposed for cold atom

imaging [102,103], but these set-ups are complex compared to the in-line geometry,

require many more optics and multiple, typically long exposures.

Iterative phase retrieval techniques with in-line holography require propagation

between two different image planes whilst satisfying constraints placed on the object

at each iteration. After each iteration the technique converges nearer to the ideal

Es, but this convergence is often highly reliant on the initial conditions and the

constraints imposed [134]. Some of the constraints can be very restrictive to the

types of objects that can be imaged; requiring the object to be purely amplitude [136]

or absorbing [137], place constraints on the recorded intensity [138], or on both

the recording and image planes [139]. More advanced algorithms [140, 141] place

less restrictive constraints on the object, however they require no gain from the

sample which may be unsuitable in some experiments with atomic samples. A

technique based upon the constraint that the object be contained within a finite

support [132,133] is capable of reconstructing complex objects, and does not place

52



Chapter 3. Double point source in-line holographic microscopy for cold atoms 53

any constraint on the objects refractive index. A finite support means that the real

image has a finite spatial extent and a support or mask can be used to exclude the

real image. This method may be favourable for general use with imaging atomic

samples, as the laser cooling and trapping techniques (see chapter 2) naturally

spatially constrain atomic samples. The iterative twin image removal algorithm

developed in this work (see section 3.2.3) is an extension of this method based on

objects located within a finite support.

The convergence speed of twin image removal algorithms based on objects located

within a finite support [132, 133] depend on the spreading of the twin image due

to diffraction relative to the in-focus real image at the real image plane. The

diffraction effect a distance z away from an object with a characteristic size a, can

be characterised with the dimensionless Fresnel number,

Nf =
a2

λz
. (3.13)

It is worth noting that although the twin image and DC noise terms impose tough

challenges for imaging with in-line holography, there are situations where both are

negligible. When imaging a weakly interacting sample, whose characteristic size is

much smaller than 2z0λ (e.g. a single trapped atom placed at a value of z0 such that

NA→ NAmax, as discussed in section 3.1.2), imaging is said to be in the “holographic

regime” [26–28], thus it has a small Fresnel number Nf � 1, and the DC term is

negligible |Es|2 � |Er|2. Even at high NA = 0.7, the distance between the real and

twin image focal points z = 2z0, can be sufficiently large that Nf � 1, and the

approximate spherical wave amplitude from the twin image is so out-of-focus at the

real image plane that it contributes negligibly to the background [27,28, 142]. High

NA twin image and DC noise free imaging of single atoms (or multiple atoms in a

sparse optical lattice [19–22,77]) may be possible with point source in-line holography,

without the need for any twin or DC image noise removal procedure.

3.1.4 The strengths of in-line holography and the obstacles

to its implementation for cold atoms

It remains to justify the pursuit of a holographic imaging technique for cold atoms,

and to outline the difficulties that need to be overcome for such a technique to come

to fruition.
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54 3.1. Gabor’s single point source holographic microscope

The simple set-up as discussed in section 3.1.3, consists of fewer optical components

than all of the techniques discussed in section 2.3, bar fluorescence imaging (though

fluorescence imaging does require an imaging lens.). The expected diffraction limited

resolution in DIHM is equivalent to that in the coherent methods described in

section 2.3, which is a factor of two larger than the intensity measurement based

fluorescence imaging.

The removal of the need for an imaging lens can make point source in-line

holography free of lens aberration even at high NA, particularly if Er is accurately

known. If the set-up does not permit a small enough sample to camera separation,

then the NA in holographic microscopy can be increased with auxiliary lenses. In

comparison with focal plane imaging (see sections 2.3.1 and 2.3.2), holographic

microscopy aided by lenses gives the opportunity for accurate numerical aberration

correction, since the complex scattered wavefront is extracted. In addition, for a

point-like object, and for z0 � L, the object is located near to the point source,

thus light from the point source and the point-like object traverse a similar optical

path. Any aberration experienced by Er will be mutually experienced by Es, thus

the resultant interference fringes will be minimally effected by the aberration. With

very close source to object distances z0 � L, the common wavefront curvature for

Er and Es results in a larger interference fringe spacing at the camera than would

be possible when spatial heterodyning with off-axis holographic techniques [122,123].

The object-source separation z0 can be tuned so the fringes are resolvable by the

detector (see section 3.1.2), and in doing so, the method has achieved high NA = 0.8

lensless imaging [80].

In fluorescence imaging (see section 2.3.1), the photon shot-noise increases with the

square root of atom number. This is advantageous for detection of atom shot-noise

when the sample contains small atom numbers N . 103, but is less favourable for

detecting larger samples. As a coherent imaging technique, holographic microscopy

offers a solution to this, since similar to absorption and phase-contrast imaging, the

shot-noise level is independent of the atom number.

As a phase sensitive imaging technique, holography can overcome the problems

with absorption imaging, outlined in section 2.3.2. For dense samples OD � 1, the

problem of “blacked out” absorption images [37,87] can be alleviated by reducing the

absorption coefficient with a detuned probe. Resonant van der Waals interactions [39]

and probe photons scattering multiple times [39] in dense samples, make faithful

retrieval of atomic density information simply via Beer’s law impossible. These effects
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are reduced with off-resonant probing, and imaging optically dense samples would

not require multiple exposures of the sample at different probe intensities [41] (see

section 2.3.2). Off-resonant imaging reduces the scattering rate of the probe when

imaging compared to resonant absorption imaging and in turn reduces the heating,

which is easier to counteract with cooling schemes. As a consequence, similar to

phase-contrast imaging, off-resonant holography can be used for in-situ minimally

destructive imaging of atomic samples, or even permit imaging of optical lattice sites

with multiple atom occupancy [34] where fluorescence imaging fails [19–22,38].

The advantages associated with coherent off-resonant probing are not exclusive to

holography but common to all coherent phase sensitive imaging techniques for cold

atoms (section 2.3). However, it is important to note that due to the holographically

enhanced sensitivity (see section 6.1.2), holographic microscopy should be capable of

detecting a smaller phase shift or absorption than phase-contrast imaging or absorp-

tion imaging, if an identical camera is used with unity magnification. Furthermore,

a simple high NA holographic microscope with 3D field of view and free of imaging

artefacts, is in sharp contrast to high NA phase-contrast and dark-ground imaging.

There remain two obstacles to the implementation of point source holographic

microscopy with cold atoms. The first, as discussed in section 3.1.3 is the development

of a suitable twin and DC image removal procedure, preferably one that does not

impose significant constraints on the atomic refractive index. A solution that

assists the phase retrieval technique based on the finite support constraint [132, 133],

would be suitable provided that the set-up complexity is not significantly increased.

Though as is argued in section 3.1.3, the twin image is not a problem for objects

with small Fresnel numbers Nf � 1. The second is the speckle noise problem

inherent to all atomic imaging techniques to varying degrees of severity. Adjusting

the probe alignment to reduce speckle noise in the image as in absorption or PCI (see

section 2.3.2), is less effective in DIHM, since the diffraction makes efficient use of

the full camera, as does the speckle noise. A technique to suppress the speckle noise

would significantly enhance the applicability of holography for cold atom imaging.

To a lesser extent, the DC noise remains a problem for the implementation of DIHM,

though it is negligible in certain situations (Es � Er), and there are various methods

of removing its effects [30–32].
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56 3.2. The double source holographic microscope

Figure 3.5: Schematic of the double source holographic microscope with source
power ratio η < 1. The CCD camera, placed a distance z = L away from the two
point sources (red circles), records the three wavefront interference from the light
scattered by the atoms Es and the double reference field Er,1 + Er,2 in the hologram

H = |Er,1 + Er,2 + Es|2. A one-step reconstruction via Û0EH results in an in-focus
image of Es (z0) and multiple out-of-focus copies of the twin (ErEs/E

∗
r) and DC

(|Es|2/Er) images, each separated by the source separation d. Optics such as a
vacuum window or a lens may be placed before the camera. (Inset) A cross sectional
view at the z = z0 plane showing in-focus real image and multiple copies of the twin
images. The purple circle illustrates a typical mask P̂ that may be used for twin
image removal via eqs. (3.24) and (3.27).

3.2 The double source holographic microscope
To address the twin image and DC noise problems preventing cold atom research

from exploiting the benefits promised by in-line holography, a novel double point

source geometry is introduced. The idea is motivated by the ability of iterative phase

retrieval based on the finite support constraint [132,133] to remove the twin image

noise. The convergence of such phase retrieval algorithms depends on the amount of

out-of-focus twin image energy that is located outside of the boundary of the real

image. In this section, the increased spreading of the twin image term thanks to the

introduction of a second point source into the DIHM geometry is taken advantage of

to make efficient use of such phase retrieval algorithms.

3.2.1 The simple double source scheme

To increase the spreading of the twin image energy over the image plane, and to

improve the phase retrieval convergence, a second point source can be introduced
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into the in-line microscope geometry, thus increasing the complexity of the reference

field Er = Er,1 + Er,2. In fig. 3.5, a schematic of the double source geometry is

shown. Similar to the in-line geometry (section 3.1), the in-line point source at spatial

coordinate r1 = (0, 0, 0) with power P1 illuminates the sample, thus generating a

wavefront Es originating from the object location. A second source Er,2 with power

P2 = ηP1, coherent with Er,1 originates from r2 = (d, 0, 0). The interference between

the three wavefronts is captured in the hologram H at the camera plane,

H = |Er,1 + Er,2 + Es|2. (3.14)

The addition of the second point source in double source holographic microscopy

(DSHM) effects the hologram in the same way as a point-like source of speckle noise,

producing an intensity modulation to the hologram that would be expected in pure

DIHM. To create the point sources, pinholes with sub-wavelength diameter can

be fabricated into absorptive substrates with nano-fabrication techniques such as

focused ion beam lithography (FIB) or by focusing two laser beams to diffraction

limited focal points with a single lens (see sections 4.4.2 and 7.3.1).

With the separation of the two point sources |r2 − r1| = d pre-measured so that

the source-camera separation can be calibrated (see section 6.1.1), and the source

diameters ∼ λ (e.g. when using a sub-wavelength diameter pinhole illumination

source, as described in section 7.3.1) so that Er is well described by a spherical wave

(see section 3.1), an estimation of the reference field is easy to generate numerically.

Then with a reference intensity H0 = |Er,1 + Er,2|2 recorded without the atomic

sample, the initial estimation of Es at the camera plane is,

EH =
H −H0

E∗r
= Es +

Er,1 + Er,2

E∗r,1 + E∗r,2
E∗s +

|Es|2

E∗r,1 + E∗r,2
. (3.15)

The more complex reference field leaves the real image term unaffected by the addition

of the second point source when compared to DIHM, eq. (3.3), and is expected to

form a real image at z = z0. However the twin image and DC terms differ from

those of DIHM, since they are manifestations the product of E∗s and |Es|2 with the

modified reference field respectively. The effect that the addition of Er,2 has on

the twin image and DC terms depends on whether the source power ratio η < 1 or

η > 1. To better understand this effect on the twin image term when η < 1, a series

57



58 3.2. The double source holographic microscope

Figure 3.6: Holographic reconstructions of |Es (z0) | for a simulated phase object using
DSHM. (a) The ideal |Es (z0) | free of twin image and DC noise. (b) Reconstruction
|Es (z0) | with η = 2.25. r1 and r2 indicate the x, y coordinate of the Er,1 and Er,2

point sources respectively. The out-of-focus twin image copies start at the r2 x, y
coordinate and are repeated to the right, resulting in no in-line twin image at the
r1 x, y coordinate. (c) Reconstruction with η = 0.36, the out-of-focus twin image
copies start at the r2 x, y coordinate and are repeated to the left, thus the in-line
twin image interferes with the real image.

expansion reveals that the manifestation of the twin image term becomes

Er

E∗r
E∗s ≈

Er,1

E∗r,1
E∗s

(
1−

E∗r,2
E∗r,1

+
E∗2r,2

E∗2r,1
− . . .

)

+
Er,2

E∗r,1
E∗s

(
1−

E∗r,2
E∗r,1

+
E∗2r,2

E∗2r,1
− . . .

)
. (3.16)

The addition of Er,2 with η < 1 into the in-line microscope geometry results in

multiple copies of the twin image term, each taking a proportion of the total twin

image energy. The E∗sEr,1/E
∗
r,1 term in eq. (3.16) is the same twin image term

expected in the pure in-line geometry, and focuses at r = (0, 0,−z0). Although not

present in eq. (3.16), an E∗sEr,2/E
∗
r,2 term would be the same as the expected twin

image in the pure off-axis geometry, which is located at r = (2d, 0,−z0). It is then

easy to understand that a E∗sEr,2/E
∗
r,1 term results in a copy of the twin image term

located exactly half way r = (d, 0,−z0) between the pure in-line and off-axis twin

image locations. Each subsequent multiplication by E∗nr,2/E
∗n
r,1 translates the focal

point of the first order twin image term by r = (−nd, 0, 0). This effect of addition

of Er,2 is depicted in fig. 3.6(c) for reconstruction of |Es (z0) | from a hologram of

a simulated phase object with d = 386 µm and η = 0.36. The multiple copies of

the out-of-focus twin image terms at z = z0 are visible and are each separated by a

distance d.

To gain a full understanding of the double source geometry, the effect of the dual

reference field on the DC image must be considered. In a similar fashion to the twin
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image term, a series expansion with η < 1 reveals that,

|Es|2

Er

≈ |Es|2

E∗r,1

(
1−

E∗r,2
E∗r,1

+
E∗2r,2

E∗2r,1
− . . .

)
. (3.17)

The near uniformly distributed |Es|2 intensity at the camera plane creates a wavefront

after division by the reference field |Es|2/E∗r,1 that originates from a small DC image

that is in-focus at r ≈ r1. And similar to the twin image term, each subsequent

multiplication by E∗nr,2/E
∗n
r,1 translates the focal point of the first order DC image by

r = (−nd, 0, 0), thus resulting in multiple copies each separated by a distance d.

For completeness, the effect on the twin image and DC terms for η > 1 can be

analysed in a similar way to η < 1. A series expansion reveals that the twin image

term becomes,

Er

E∗r
E∗s ≈

Er,1

E∗r,2
E∗s

(
1−

E∗r,1
E∗r,2

+
E∗2r,1

E∗2r,2
− . . .

)

+
Er,2

E∗r,2
E∗s

(
1−

E∗r,1
E∗r,2

+
E∗2r,1

E∗2r,2
− . . .

)
. (3.18)

The Er,1E
∗
s/E

∗
r,2 term is the same that arises in eq. (3.16) and appears half way

between the expected real and twin image location r = (d, 0,−z0). The effect of

addition of Er,2 for η > 1, differs from the case where η < 1. Each subsequent

multiplication by E∗nr,1/E
∗n
r,2 translates the focal location of the twin image by r =

(nd, 0, 0), the reverse direction to eq. (3.16). Notice here that the pure off-axis twin

image E∗sEr,2/E
∗
r,2 is present, whilst there is no in-line twin image as can be seen in

fig. 3.6(b). Then DSHM with η > 1 achieves full real and twin image separation, but

in a non optimal way as will be discussed shortly.

In a similar fashion the DC term for η > 1 is,

|Es|2

Er

≈ |Es|2

E∗r,2

(
1−

E∗r,1
E∗r,2

+
E∗2r,1

E∗2r,1
− . . .

)
. (3.19)

The |Es|2/E∗r,2 operation focuses the near uniform |Es|2 to r ≈ r2, and each subsequent

E∗nr,1/E
∗n
r,2 multiplication translates the DC image by r = (nd, 0, 0). Then for η > 1,

the twin image and DC noise is fully spatially separated from the real image, provided

that the sample is illuminated with Er,1 alone. Otherwise the pure off-axis twin
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image and DC terms in eqs. (3.18) and (3.19) respectively, will interfere with the

real image.

Convenient as full separation of the twin and DC image may be, imaging with η > 1

is not ideal for optimisation of the SNR. The SNR of holographic reconstructions

scales with the square root of the number of coherent scattered photons Ns from the

sample (see section 3.2.2). With the sample being probed by Er,1 alone to remove

the twin and DC terms, there is no increase in Ns with an increase in the power

of the Er,2 reference field. Any increase in signal by increasing Er,2 is balanced

equally by an increase in the shot-noise level. Furthermore, optimisation of the

imaging sensitivity (see sections 6.1.2 and 7.1) requires that optimal use is made of

the cameras bit depth. Then to reduce the fringe contrast to make better use of

the cameras bit depth whilst optimising the SNR imaging must be conducted with

η � 1. In this scenario there remains some twin image and DC noise disturbance,

with the twin image that is in-line with the sample taking a fractional energy of

(1− η)2. To achieve sensitive and precise imaging of samples with η � 1, a method

of removing the remaining twin and DC noise must be implemented.

3.2.2 Shot-noise limited signal-to-noise ratio

To permit comparison of DSHM with the established imaging techniques discussed

in section 2.3, the signal-to-noise ratio (SNR) of the method when imaging cold

atoms is examined. To achieve this the RMS shot-noise level in the focal plane

electric field is calculated and compared to the signal expected at the focal plane. For

simplicity in this discussion, DSHM with η � 1 is considered so that the geometry

closely resembles that of DIHM.

Noise

The RMS (root mean square) photon shot-noise level in H and H0, is proportional

to the square root of the photon counts NH = HApQτexp/~ω, where the RMS

shot-noise levels in H and H0 in units of intensity are δH =
√
NH~ω/ApQτexp and

δH0 =
√
NH0~ω/ApQτexp respectively (here Ap, Q and τexp are the pixel area, detector

quantum efficiency and exposure time respectively). With |Er| =
√
H0, and for weak

objects such that H ≈ H0, the associated shot-noise δEH in the approximation of

Es (eq. (3.3)) has an RMS level of

δEH =
√

2~ω/ApQτexp, (3.20)
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at the camera plane z = L. To determine the expected RMS level of the shot-noise

field at the atomic image focal plane δE(z0), the shot-noise pattern that is random

pixel by pixel but has a uniform intensity contribution at each pixel |Û0δEH |2 at

z = L is evaluated and summed to give the intensity of δE (z0). The shot-noise

wavefront δEH , contained on a grid of pixels individually restricting each proportion

of the wavefront to an area Ap is approximated as spherical waves propagating toward

the point source. The noise level near the source can be calculated using Kirchhoff’s

diffraction theorem and a 2D integration of the intensity contribution over the pixels,

δEs(z≈0) =

√
2~ω/ÃrQτexp (3.21)

where Ãr = λ2/ (4NAp arctan (NAp)), and NAp = xc/
√
x2
c + 4L2 is the numerical

aperture spanned by the camera to the point source. With a sample placed near

the point source (z0 � L), the RMS noise level near the atomic sample with

δE(z0) ≈ δEs(z≈0) and Ãr ≈ λ2/4NA2 = Ar is,

δE(z0) ≈
√

2~ω/ArQτexp, (3.22)

which is equivalent to the electric field amplitude for two photons.

Signal

The number of coherent scattered photons contributing to the signal over an area

Ar is Ns = 〈|Es (z0) |2〉ArQτ/~ω. Then with the signal to noise ratio over the area

Ar given by
(〈
|Es (z0) /δE(z0)|2

〉)1/2
it can be expressed as

SNR =
√
Ns/2. (3.23)

In agreement with previous work [25,143–146], the SNR is decided only by the number

of coherent scattered photons from the sample Ns. Then in off-axis holography,

increasing the power in a reference arm that does not interact with the atomic sample

has no effect on the SNR of the reconstruction if the technical noise is negligible.

In comparison with standard absorption or phase-contrast imaging (see sec-

tion 2.3.2), where the signal is twice that of DSHM and the shot-noise limited

SNR=
√

2Ns [25, 143–145], the SNR for shot-noise limited holography is only ex-

pected to be a factor two less. In holographic microscopy the SNR is expected to be

insensitive to a change in L, a feature that could be explored for image resolving
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along the imaging axis, whilst in standard imaging L ≈ z0 within the depth of view,

and the SNR becomes sensitive to L, particularly at large NA.

3.2.3 Iterative twin and DC image removal

The spreading of the twin image energy into multiple copies by the addition

of Er,2 reduces the interfering in-line twin image energy (see section 3.2.1). As a

consequence, the out-of-focus twin image energy outside of the boundary of the real

object is increased. The increased separation of the real and twin image energy

at z = z0 can be utilised to aid in removal of the twin image and DC noise. The

convergence of iterative phase retrieval techniques (see section 3.1.3) based on objects

being constrained to a finite support [132,133] depends on the amount of out-of-focus

twin image energy outside of the object support. With DSHM providing an increase

in the spreading of the twin image energy, and with laser cooling techniques naturally

spatially containing atomic samples, pursuing an iterative technique based on a finite

support for the object is well justified.

To remove the remaining twin image energy in DSHM with η < 1, an iterative

technique is developed based on the constraint that the object is contained within a

finite support. The method differs from those discussed in references [132] and [133]

as it does not require edge detection techniques to define the object support. Further-

more, in this work additional steps are added to eliminate the DC noise term. The

amount of twin image energy outside the boundary of the real image is maximized

at the real image focal plane z = z0. To collect the real image energy at z = z0, an

aperture operator P̂ with characteristic diameter a that must be at least as large

as the sample is introduced. Using eq. (3.3), the camera to focal plane propagation

operator Û0 (see section 3.1.2) and the conjugation operator ĈE = E∗Er/E
∗
r that

converts any wavefront at the camera plane into its twin, the twin image is removed

and the real Es (z0) approximated iteratively with the following algorithm,

E(0)
s = Û0EH ,

E(n+1)
s = Û0ĈÛ−1

0

(
E(0)
s − P̂E(n)

s

)
.

(3.24)

The action of eq. (3.24) follows the operator convention. Then with E(n)
s = Es (z0) +

δE(n)
s , the error δE(n)

s in the estimation is expected to converge toward zero. The
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residual energy fraction is defined as,

r =

∫
|E(n)

s − Es (z0) |2dxdy∫
|Es (z0) |2dxdy

, (3.25)

and is shown to decay with a characteristic constant N0 = −1/ log (ε) (see section 5.2).

The quantity ε is the fraction of the out-of-focus twin image energy Û0ĈÛ−1
0 P̂I (with

I = 1 a 2D uniform wavefront) of the aperture itself that is contained within the

aperture P̂ at z = z0,

ε =

∫
|P̂Û0ĈÛ−1

0 P̂I|2dxdy∫
|Û0ĈÛ−1

0 P̂I|2dxdy
. (3.26)

With the characteristic size a of the aperture P̂ having to be at least as large as the

sample, ε can characterise the amount of overlap between the real and twin image

energies. The speed of twin image removal can be improved with a reduction in ε.

The algorithm can be applied to images recorded using DIHM (see section 3.1).

Large samples often require an aperture P̂ with Fresnel number Nf > 1, eq. (3.13),

and ε ≈ 1. In such a scenario the algorithm is shown to not converge within even

∼ 103 iterations (see section 5.2) of eq. (3.24), and is likely to be dominated by

numerical errors introduced during iteration before the algorithm can remove the

twin image. In contrast, in DSHM even for objects with Nf � 1 the in-line twin

image only takes a fractional energy (1− η)2, thus the overlap of the real and twin

image energies ε ≈ (1− η)2 can still be small with appropriate choice of η. As is

shown in section 5.2, the algorithm converges quickly in DSHM even for an object

with Nf = 28, where DIHM fails.

The algorithm presented in eq. (3.24) does not cause a reduction of the DC noise

term, thus is only applicable if |Es|2 � |Er|2 for every pixel on the recording camera.

For scenarios where the DC noise is significant, eq. (3.24) can be modified to remove

it by adding a step into eq. (3.24) that estimates the DC term at each iteration and

subtracts it away. The modified algorithm is,

E(0)
s = Û0EH ,

Ẽ
(0,n)

s = Û0

(
EH − |Û−1

0 P̂E(n)
s |2/E∗r

)
,

E(n+1)
s = (1− ϑ) P̂E(n)

s + ϑÛ0ĈÛ−1
0

(
Ẽ

(0,n)

s − P̂E(n)
s

)
,

(3.27)
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with the DC term |Es (L) |2/E∗r ≈ |Û−1
0 P̂E(n)

s |2/E∗r, and a parameter ϑ introduced

to control the speed of the algorithm convergence. Due to the non-linear nature of

eq. (3.27), it can become unstable for large Es ∼ Er, and adjustment of ϑ improves

the algorithms stability. For simplicity in following discussions, it is assumed that

reconstruction follows eq. (3.24).

The performance and convergence of the twin and DC image removal algorithms

presented in eqs. (3.24) and (3.27) respectively, are analysed in section 5.2 for

simulated phase objects and for real experimental data. Convergence speeds in

DIHM and DSHM are compared for objects with different values of Nf and η.

Microscope field of view with iterative twin image removal

As an imaging technique that records interference fringes, the field of view in

DIHM is determined by the maximum distance dmax that two point sources can

be separated by whilst their interference fringes remain resolvable by the detector

without aliasing. Assuming that both point sources are placed in the z = 0 plane,

with one placed at r1 and the other placed at r2, the largest angular separation

between two waves exiting from each of the points occurs at a position on the CCD

half way between r1 and r2. The angle that the two beams intersect is given by θ, and

for |r2 − r1| = d << 2L, the small angle approximation can be invoked, thus giving

θ ≈ d/2L. Then the interference fringe separation can be written as df ≈ 2λL/d.

According to the Whittaker-Shannon sampling theorem [112], two CCD pixels

are required to detect an interference fringe without aliasing (2xc ≤ df). Then to

resolve an interference fringe the separation of the two sources must obey,

d ≤ dmax =
λL

xc
, (3.28)

then in DIHM at the z = z0 plane, the field of view is given by the area of a circle

with a radius dmax.

In DSHM without twin image removal, the shape of the field of view is difficult to

define analytically, the interference between the two point sources and an object must

be resolvable, and the maximum separation between each of the three sources cannot

exceed dmax along the z = 0 plane. Along the central imaging axis (x = y = 0),

the maximum z0 ≈ z0,max which determines the NAmax in section 3.1.2. Schematics

are shown in fig. 3.7 displaying the expected shape of the field of view in the z = 0

(fig. 3.7(a)), y = 0 (fig. 3.7,(b)) and x = 0 (fig. 3.7(c)) planes for DSHM without twin

image removal. At the z = 0 plane, the field of view is determined by the overlap
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Figure 3.7: Schematics displaying the field of view in DSHM (assuming d� xc, the
diagrams are not drawn to scale). (a). The source plane where z = 0 (b). The y = 0
plane (c) the x = d/2 plane. The green shaded area indicates the region where the
fringes from a point-like object and the two source will be resolvable by the camera.

region of two circles, both with radius given by dmax, and with centres located at r1

and r2 respectively, the green coloured area in fig. 3.7(a) highlights this area. The

field of view along the y = 0 plane is more difficult to define, but the outer bounds of

the field of view will follow a curve with radius of curvature dmax, centred at r1 or r2

for small values of z. The outer bounds will continue to follow this curve, until such

a value of z that the smallest fringes produced by the two points is only resolvable

by the very edge of the camera. After such a value of z, the outer bounds follows the

tangent line of the curve for smaller values of z, until it intersects with the tangent

line relating to the opposing source/camera edge, see fig. 3.7(b). Similar to the y = 0

plane, the field of view will follow a similar form at the at the x = d/2 plane, see

fig. 3.7(c), but with a maximum separation between the points for small values of z

given by dx =
√
d2

max − d2/4 replacing dmax.

A consequence of the iterative twin image removal is that the field of view becomes

proportional to the source separation d. To understand this, consider the multiple

twin image copies that are present in eq. (3.16). For a particular point-like twin

image, whose location is at r = (−nd, 0,−z0), alone its conjugate image would be

expected to come into focus at r = (nd, 0, z0). Instead, the cumulative effect of all of

the twin image terms in eq. (3.16) results in a constructive effect that leaves only

the real image Es (z0) after a Û0ĈÛ−1
0 operation on all of the multiple twin images

alone (i.e. without the real and DC terms present). In eq. (3.24) a mask P̂ is used
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66 3.2. The double source holographic microscope

Figure 3.8: Displayed is an image showing the multiple copies of the real image
|Û0ĈÛ−1

0 P̂Es (z0)∗ | at the real image focal plane. The blocking of a proportion of
the in-line twin image by P̂ during the Û0ĈÛ−1

0 P̂Es (z0)∗ operation lifts a destructive
interference effect on the multiple copies, making them visible.

to block the real image, but in doing so a proportion of the in-line twin image is

also blocked if η < 1. This blocking reduces the constructive effect and does not

leave only Es (z0) after a Û0ĈÛ−1
0 P̂ operation. The destructive effect suppressing

the images that would be expected to form at r = (nd, 0, z0) is lifted. This results in

multiple copies of the real image at z = z0 separated by d as depicted in fig. 3.8.

The consequence of the multiple real image copies after a Û0ĈÛ−1
0 P̂ operation

restricts the allowable characteristic size a of the mask P̂. If during iteration, one of

the in-focus copies of the real image encroaches into the mask, the algorithm will

fail to converge, hence for for the algorithm to converge, a ≤ d. However with the

maximum possible field of view given by dmax, a proper choice of d approaching dmax

allows almost full recovery of the allowable field of view.

Noise increase from twin image removal

To determine the effect of twin image removal on the shot-noise limited noise level

near the atomic sample δE (z0), the input of eq. (3.24) can be modified to Ẽ
(0)

s =

E(0)
s +δE (z0). With the DC term negligible, and Nf . 100 so that Û0ĈÛ−1

0 δE (z0) ≈
δE (z0), as eq. (3.24) converges to Ẽs = Es (z0) + δEs the noise level is

δEs = δE (z0) + Û0ĈÛ−1
0 P̂δEs. (3.29)

To aid calculation of the final shot-noise level δEs, an object-free hologram of pure

shot-noise is generated at the camera plane by generation of a random number

at each pixel that obeys Poisson statistics for both H and H0. After division by

the conjugate reference field as in eq. (3.15), the shot-noise background δE (L) can

be propagated to z = z0 via δE (z0) = Û0δE (L). In fig. 3.9, images are shown

that illustrate the process described in eq. (3.29), with η = 0.16 and a mask such

that Nf ∼ 1. The initial shot-noise level near the atomic location δE (z0) and the
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Figure 3.9: (a) Image of the shot-noise background |δE (z0) | at the focal plane. (b)
Image of the apertured shot-noise |P̂δE (z0) |. (c) The out-of-focus twin image of the
apertured shot-noise at the focal plane |Û0ĈÛ−1

0 P̂δE (z0) |, the filtered noise is no
longer correlated with δE (z0).

apertured shot-noise P̂δE (z0) are displayed in fig. 3.6(a,b) respectively. After one

iteration, the twin image of the apertured shot-noise Û0ĈÛ−1
0 P̂δE (z0) no longer

appears as a random shot-noise pattern at the real image plane, see fig. 3.6(c), and

is no longer correlated with δE (z0). Then P̂δEs is a uniform shot-noise pattern

inside the aperture P̂, and its twin image Û0ĈÛ−1
0 P̂δEs is not correlated with δE (z0),

hence the noise contributions can be summed in quadrature,

δ2
Es = δ2

E(z0) + ξ2δ2
Es , (3.30)

where ξ is the ratio of the RMS levels Û0ĈÛ−1
0 P̂δEs/δEs. With a substitution for

δE(z0) using eq. (3.22) and rearranging eq. (3.30), the final shot-noise level after

iteration of the twin image removal algorithm (eq. (3.24)) is

δEs ≈
√

2~ω/ArQτexp√
1− ξ2

. (3.31)

In comparison, ξinline = 1/ (1 + (2xc/L) / (a/z0)) (determined by considering the

area ratio of the apertured shot-noise i.e. the area of P̂ and its NA limited shadow

at the twin image plane.) in the in-line geometry with z0 � L. In DSHM ξ =

(1− η) ξinline and can be significantly smaller if η � 1. Then the noise increase due

to twin image removal is expected to be less in DSHM with η < 1 than if utilised in

DIHM.

To demonstrate the noise increase due to iteration in DSHM with a known Er,

holograms containing only shot-noise are numerically generated with differing values
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Figure 3.10: Images displaying |δEs (z0) | near the location of the mask P̂ after 110
iterations (the algorithm has converged within 110 iterations) of the twin image
removal algorithm (eq. (3.24)). (a) The noise background after iteration with a
mask P̂ with Fresnel number Nf = 118 and source power ratio η = 0.16, the noise
within the mask has increased by δEs/δE (z0) ≈ 1.25. (b) The noise background
after iteration with a mask with Nf = 118 and η = 0.80, the noise increase is
δEs/δE (z0) ≈ 1. (c) The noise background after iteration with a mask with Nf = 3
and η = 0.16, displaying a negligible noise increase δEs/δE (z0) ≈ 1 .

of η. The shot-noise is propagated to z = z0 using eq. (3.15) and the Û0 operator,

where a mask can be generated with any desired Nf . After generation of the aperture

operator P̂, the action of eq. (3.24) is performed for 110 iterations on the shot-noise

background alone, so that the final shot-noise level after iteration can be shown. The

noise level after iteration for η = 0.16 and a mask such that Nf = 118 is displayed

in fig. 3.10(a). The increased level of shot-noise inside the circular aperture P̂ via

eq. (3.31) is visible, thus highlighting the apertures location. In fig. 3.10(b) and

(c), the final noise level after 110 iterations for η = 0.8, Nf = 118 and η = 0.16,

Nf = 3 are shown respectively. As expected, there is negligible noise increase after

iteration for both scenarios in fig. 3.10(b) and (c), as indicated by the formula for

ξ, the noise increase due to iteration is expected to be small except when both

a/z0 � NA and η � 1. Such a situation is easy to avoid in DSHM since z0 and η

can be independently tuned.

To verify that the noise increase follows that described by eq. (3.31), the RMS

noise level within P̂, from object free holograms of shot-noise, can be measured

before (δE(z0)) and after (δEs) convergence of eq. (3.24). In fig. 3.11 the ratio of the

RMS noise after and before 100 iterations δEs/δE(z0) (the algorithm has converged

within 100 iterations.) is plotted against 1/
√

1− ξ2 for η = 0.16. Due to the random

nature, each point on the graph is the average of ten holograms for each value

of ξ. More accurate data could be retrieved by averaging over larger numbers of

holograms, however due to the significant computation time required to simulate the
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Figure 3.11: Plot of the noise ratio after and before 100 iterations of eq. (3.24)
(δEs/δE (z0) versus 1/

√
1− ξ2). The black line is the theoretical prediction that

follows a straight line with gradient of 1. The data points are the mean of ten repeats,
and the error bars are given by the standard error.

reconstruction of so many holograms a compromise has been made. As expected,

the plot follows a straight line with gradient ≈ 1 within the error bars, indicating

an increase that follows eq. (3.31). For large values of ξ ∼ 1, the plot of δEs/δE(z0)

versus 1/
√

1− ξ2 is expected to deviate from the theory since the assumption used

to derive eq. (3.31) that Û0ĈÛ−1
0 P̂δEs is not correlated with δE (z0) becomes invalid.

The values of a and z0 are chosen so that the mask is contained within the microscope

field of view (see section 3.2.3) and aliasing does not disturb the noise estimation,

since with smaller values of ξ aliasing becomes more prominent and can result in

a deviation from that expected by the theory. Furthermore, it is ensured that

a/z0 < NA so the geometric shadow of P̂ at the camera plane is contained within

the camera.

The RMS noise level after convergence of the twin image removal is expected to

be larger when used in DIHM as opposed to DSHM for an object with a given Nf .

To show this, in fig. 3.12 the ratio of the RMS noise after and before convergence

of eq. (3.24) (δEs/δE (z0)), is plotted against the ratio of the RMS levels in the

in-line geometry ξinline for object free holograms of shot-noise. The parameter ξinline is

changed using a range of masks P̂ with differing Nf in DIHM (η = 0), and in DSHM

(η = 0.6). Each data point is the mean of 10 simulations, and within the error the

data points agree with the theoretical predictions (dashed lines), thus verifying that

the increase in DIHM compared to DSHM is given by
√

1− ξ2/
√

1− ξ2
inline. Similar

to the data shown in fig. 3.11, more accurate data could be achieved by averaging

the reconstructions from more holograms. Furthermore, for larger values of ξinline
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Figure 3.12: Plots of the noise ratio before and after convergence of eq. (3.24)
δEs/δE (z0) versus ξ, for DIHM (η = 0) and DSHM (η = 0.6).

than are shown in fig. 3.12, the assumption used to derive eq. (3.31) becomes invalid,

since Û0ĈÛ−1
0 P̂δEs is becoming correlated with δE (z0).

3.2.4 Recovering atomic optical properties

Finding the optical depth OD, probe light phase shift φ and the column density

ρc in holographic imaging requires knowledge of the reference field at the sample

location Er (z0). With the probe field well known at the camera plane, a simple

propagation via Er (z0) = Û0Er (L) gives the focal plane reference, as discussed in

section 6.1.1. Then in holography with Es (z0) given by eq. (2.43) at the sample

plane the optical depth and phase shift are respectively,

OD = 2Re

[
ln

(
1 +

Es

Er

)]
, (3.32)

φ = Im

[
ln

(
1 +

Es

Er

)]
. (3.33)

In chapter 6, the fractional absorption αf = |1 + Es
Er
|2 − 1 ≈ −OD is used for

displaying images of samples with OD � 1.

With knowledge of the complex absorption cross section σ̃ for the atomic sample,

the column density ρc can be calculated in holography via,

ρc =
| ln
(

1 + Es
Er

)
|

|σ̃|
. (3.34)
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Extracting the total number of atoms N from a hologram with sub-pixel sized

resolution (see section 3.1.2) is achieved by summing the column density over the

split pixels,

N =
∑

Pixels

ρcx
2
pix,T , (3.35)

where xpix,T = xpix/T , and T 2 is the number of sub-pixels each original camera pixel

is divided into.

Straight propagation via Er (z0) = Û0Er (L) to obtain the focal plane reference

field can however be problematic. The non-periodic signal at the camera plane results

in boundary artefacts in the 2D Fourier transform. Upon propagation, the boundary

artefacts act like diffraction from a knife edge which can distort the estimation of

Er (z0). To counteract this problem, with prior knowledge of the microscope geometry

and a spherical reference field, a smooth Er (z0) can be numerically generated using

eq. (3.1), however as discussed in chapter 6 this ignores structure such as speckle

noise in the probing wavefront. Alternatively an approach involving inserting Er (L)

into a larger grid at the camera with a 2D Gaussian fit to suppress the edge effects,

as outlined in section 6.1.1, can be used. Both approaches do not retrieve an accurate

estimation of the object plane reference field, but as is discussed in more detail in

chapter 6, the consistency in the estimation of the reference field at the camera plane

for extraction of Es and the reference field used for estimation of Er is believed to

result in a common mode rejection of the errors, thus allowing accurate retrievals of

φ and OD.

3.3 Removing obstructions to holography with

cold atoms
Aided by the addition of a second point source, a method capable of removing the

twin image and DC noise associated with DIHM has been proposed. In removing

the twin image noise, DSHM overcomes the major obstacle to the development

of a holographic technique for cold atoms. The proposed solution retains the

advantages promised by DIHM over the established imaging techniques, as outlined

in section 3.1.4, with the cost being limited to a small increase in the set-up complexity

and a moderate image reconstruction time.

DSHM can in principle be simpler than absorption imaging (section 2.3.2) since

the need for imaging lenses is removed. DSHM is one of the simplest twin image free,

phase sensitive techniques, with a simpler set-up than that of PCI (section 2.3.2),
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DGI (section 2.3.2) and pure off-axis techniques (section 2.3.3). As with DIHM,

lens aberration can be eliminated by removing the requirement for an imaging lens.

Furthermore, the heavy requirements imposed upon the imaging lenses in PCI and

DGI, resulting in “halo” and “shade off” artefacts [91,98] can be removed.

With a frequency detuned probe, DSHM can overcome the difficulties encountered

with absorption imaging of optically dense samples (see section 3.1.4), such as

resonant dipole-dipole interactions resulting in the atomic density being poorly

described by Beer’s law. With minimal heating to the sample, minimally destructive

imaging should be possible. The reduction in light assisted collisions with detuned

probing could pave the way to imaging of optical lattice sites with multiple atom

occupancy per site. For sparse point-like objects, DSHM is expected to be capable

of 3D imaging, thus allowing diffraction limited imaging of all occupied sites in a 3D

optical lattice with a single shot.

DSHM retains the advantage signal enhancement via collecting the forward

scattering, thus DSHM offers a route to detection of atom shot-noise in a sample

with large atom numbers N & 1200 [81], since the shot-noise is proportional to the

square root of the mean number of probe photons detected by the camera
√
Np and

not the number of atoms. This is in sharp contrast to techniques where the noise

scales with the square root of the atom number (e.g. fluorescence imaging [19,38]).

The twin image noise is removed in a single shot, thus alleviating the need for

multiple slow exposures as in phase shifting holography (see section 2.3.3). With

no conditions imposed on the atomic refractive index, the technique is capable of

simultaneous phase and absorption retrieval, and detecting atomic samples with neg-

ative probe detuning, overcoming these problems associated with DCI (section 2.3.3).

DSHM can image reliably if there is probe gain from the sample, which would be

impossible using alternative phase retrieval techniques (see section 3.1.3).

The addition of Er,2 causes an intensity modulation at the detection plane. This

intensity modulation reduces the mean number of photons that can be detected by

the camera. With a uniform wave at the camera, Np can approach the maximum

pixel count of the camera Nmax, but with a modulated intensity pattern Np is reduced

to avoid pixel saturation. The reduction depends on source power ratio η and is at

a maximum of a factor of two less when η = 1. When imaging with η � 1 so that

the fringe depth � Nmax, the reduction in Np can be small Np ∼ Nmax. For η � 1

the imaging sensitivities are well described by eqs. (6.4) and (6.5), where it is shown

that thanks to the ability to record the out-of-focus diffraction, DSHM can display a
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greater sensitivity than both absorption and phase-contrast imaging. With the noise

increase due to the iterative twin image removal negligible except when a/z0 � NA

and η � 1, imaging with negligible noise increase is easy to achieve with DSHM.

The major disadvantage arises from the use of an iterative technique to remove

the twin image noise. The requirement of multiple 2D fast Fourier transforms to

propagate the wavefront between the object focal plane and the camera plane requires

a modest computation time. The consequence of this is that it is difficult to achieve

“live” imaging of atomic gases without significant computational power, such as that

awarded by a GPU or a cluster of central processing units (CPU’s, or a GPU cluster).

As of yet, the speckle noise problem inherent to all coherent imaging techniques

for cold atoms has not been addressed. The ring-like speckle noise fringes at

the camera plane caused by the point-like speckle sources are expected to distort

Ẽs (L) = Es (L) + Especk, by imprinting additional fringes to those naturally present

due to the object structure. Under propagation via Û0Ẽs (L), the fringes due to

speckle noise will deflect a proportion of the energy of Es (z0) into multiple copies

displaced by the corresponding distances between the speckle sources and the two

point sources at r1,2. The speckle energy is expected to be proportional to the

energy of Es, thus for weakly interacting atomic samples where |Es|2 � |Er|2, the

speckle noise background is likely to be below the shot-noise level. The noise level

in detection of weak atomic samples such as single or few atoms may be shot-noise

dominated, even if a camera with a large bit depth (e.g. Nmax = 214 − 1) is used

for detection, where it is easier for other noise sources to dominate. To address

the speckle noise problem in this work, a method of speckle noise suppression is

presented in section 5.4. Similar to the inclusion of a second source into Er, the

approach involves numerical propagation to the point-like sources of speckle noise,

their isolation and subsequent inclusion into the reference field for use in eq. (3.15).

At the expense of computation time, the speckle noise background for stronger

samples can be suppressed to levels approaching the shot-noise limit.

With the twin image, DC and speckle noise sources alleviated, lensless reconstruc-

tion with DSHM is expected to approach diffraction limited resolution, provided that

the reference field can be well approximated. Furthermore, with efforts to remove

background noise sources such as ambient light and unwanted scattering of laser

beams from the CCD chip, DSHM can demonstrate shot-noise limited imaging for

weak samples, since the speckle noise level, originates from a phase error in the

Er estimation (see chapter 6), and is expected to be proportional to the signal.
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It is expected that DSHM with iterative twin image removal will largely retain

the advantages offered by DIHM, apart from a small increase in complexity and a

modest increase in reconstruction time. With the theoretical understanding of the

microscopes operation presented here, the remaining boundary to the realisation of

DSHM is its experimental construction, and the technical challenges associated with

delivering cold atoms to the microscope.
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Experiment design and

construction

With DSHM largely retaining the advantages offered by DIHM, aside from a modest

increase in reconstruction time, its easy to argue the case for pursuing the exper-

imental realisation of the microscope. Technical challenges remain in the way of

applying DSHM to imaging cold atoms, in particular delivering cold atoms for the

experiment and achieving dual diffraction limited point sources for the microscope.

In this chapter the technical challenges to the application of DSHM for cold atoms

will be addressed. In section 4.1 the considerations and challenges encountered during

the design and construction of the ultra-high vacuum (UHV) are discussed, including

the baking procedure for achieving low pressures of the order ∼ 1× 10−10 torr. The

design and construction of electromagnetic coils to facilitate a Zeeman slower, and

two MOTs is presented in section 4.2. Then in section 4.3, the detailed atomic

structure of the 87Rb D2 transition used in this work for laser cooling is presented,

along with the design of cooling, repump and holographic probe laser systems for

addressing the transition. To achieve the diffraction limited point sources for DSHM

(section 3.2) a focusing lens array designed using the OSLO [147] optical design

software is presented and evaluated in section 4.4.2. The details of a lens systems

for a more recent upgrade to the holographic microscope permitting imaging with

NA = 0.16 is discussed in section 4.4.3. Although lenses are used in this work to

increase the numerical aperture, both to generate the point sources and to image the

hologram to the camera in the NA = 0.16 microscope, it is stressed that in principle

lenses can be avoided for both the point source generation and the recording of

the hologram. Presented in section 4.5 are the experimental timing sequences for
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delivering atoms from a main chamber MOT to a glass cell MOT, and for preparation

and holographic imaging of the atomic sample.

4.1 Vacuum system
To reduce the background gas pressure, and increase the amount of time that

atoms can be trapped by reducing the number of collisions that atoms experience

with background gas, experiments with cold atoms are often conducted under UHV

conditions. To deliver cold atoms to the experiment, a Zeeman slower has been

opted for (other techniques of delivering atoms such as using a getter source [148]

and chirped slowing are commonplace, see section 2.2.1.), which consists of a “hot”

(T ≈ 370 K) Rb source in an oven at one end of the slower and the main MOT

chamber at the other, that are connected by a one meter long slower tube. In the

design of the vacuum chamber this was taken into account, and although unnecessary

for testing DSHM, future experiments using the vacuum chamber may require low

pressures (e.g. to achieve BEC). A diagram of the entire vacuum system is given

in fig. 4.1, displayed with the electromagnetic coils for manipulating the atomic

resonance frequency as discussed in section 4.2.

4.1.1 Rb oven and atomic beam collimator
The Rubidium source (Rubidium ingot, 276332-5G , Sigma Aldrich) came in the

form of an ingot stored in a glass break-seal ampoule. To minimise oxidisation of

the source, the ampoule was broken inside the vacuum chamber at low pressure

(1× 10−7 torr). To achieve this, the Rb oven was fashioned from a flexible coupling

(FlexCoupling, 2.75”, MDC Vacuum), which was bent to break the glass ampoule

when the system was at low pressure, see fig. 4.1. The flexible oven section was

wrapped on the outside with heating tape to control its temperature, thus controlling

the Rb vapour pressure. A valve (AngleValve, .75”Tube, All Metal, MDC Vacuum)

placed on top of the oven section allowed the Rb source to be isolated within the

chamber, thus the atomic beam could switched on and off. To help with alignment of

the Zeeman slower laser beam, a 6-way cross (2.75”Tube, MDC Vacuum) was inserted

between the oven and the slower. Viewports on the 6-way cross allowed optical access

to observe the Rb vapour fluorescing under interaction with the Zeeman beam. A

1 cm diameter, 178 mm long, custom made collimation pipe was inserted between the

6-way cross and the slower section to collimate the atomic beam and spatially filter

the atoms with large velocities in the x, y plane, thus atoms exiting the collimation

pipe have velocity largely along the z-axis (vz � vx, vy).
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78 4.1. Vacuum system

4.1.2 Zeeman slower and MOT chambers

The typical stopping distance for an alkali atom in a slower is 1 m (see section 2.2.1).

For this work, the initial design was to create a hybrid slower consisting of a broadband

laser for an initial slowing stage and then a Zeeman slower section for the final slowing

stage (see appendix E). For the slower section, a 0.6 m long nipple was used. The

broadband slowing could operate in the region between the nipple and the Rb oven

(≈ 0.4 m), making the total distance from the oven to the end of the nipple where

the main MOT was located ≈1 m.

To allow steering of the atomic beam direction along the slowing tube, a second

flexible coupling (FlexCoupling, 2.75”, MDC Vacuum) was placed between the

custom made collimator and the 0.6 m long nipple. The oven location relative to

the slower tube could be adjusted by manoeuvring the slower section thanks to the

flexible coupling, thus allowing optimal alignment of the atomic beam along the

slowing tube.

At the end of the slower, the exit velocity of the atoms could be tuned so that

they fall within the MOT capture velocity (vc ∼ ∆/k ≈ 10 ms−1 [47, 149], for

∆ ≈ 10 MHz). At this location an octagonal chamber (6.0” Spherical Octagon,

Kimball Physics) was placed, see fig. 4.1, which allowed ample optical access to the

main MOT.

To undertake lensless holographic microscopy at high NA, short sample to camera

distances (L−z0 ∼ 1 cm) are required that are difficult to realise within the octagonal

chamber. To achieve a short MOT to camera distance, a 25.4 mm by 25.4 mm glass

cell vacuum chamber was attached to one of the side ports of the octagon, see fig. 4.1,

so that a second MOT could be formed within. A viewport was placed on the port

opposite to the glass cell to allow a pushing beam (see sections 4.3.3 and 4.5) to

intersect the main MOT and deliver atoms toward the glass cell MOT.

4.1.3 Pumping and baking

To evacuate the chamber, an array of different vacuum pumps designed to operate

at different pressures were placed at strategic locations on the vacuum system. The

initial pump down stage was conducted using a diaphragm pump, and further a turbo

pump [150–152], achieving pressures of the order 1× 10−7 torr (without baking) Ion

pumps [153] were utilized to achieve lower pressures (of the order 1× 10−10 torr)

than those achievable with turbo pumps alone.
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To minimize the stray magnetic field from the ion pumps interfering with atoms

at the MOT location, two ion pumps were placed at each end of the vacuum system

a considerable distance from both MOT locations, see fig. 4.1. The smaller ion pump

(Small ion pump 75S, Gamma vacuum) is placed nearer to the octagonal chamber,

see fig. 4.1. The larger of the two ion pumps (100L-CV-6S-SC-N-N, Gamma vacuum)

is placed nearer to the Rb oven to counteract the increased Rb vapour pressure near

the oven.

For achieving and maintaining pressures at 10−11 torr, a Titanium sublimation

pump (TSP) [154] was positioned such that a large proportion of the vacuum chamber

can be coated with Titanium when the TSP is fired, see fig. 4.1.

To permit accurate pressure monitoring near the main MOT, an ionisation

gauge [155,156] (TwinIridiumFilament, 2.75”UHV, MDC Vacuum) was placed near

the octagonal chamber, see fig. 4.1. To isolate the chamber, a valve (UHV, All-Metal

right angle valve, Agilent) was placed on the flange directly opposite the ionisation

gauge. For the initial pumping down of the system, a diaphragm pump and two

turbo pumps were connected to the system via a flexible tube connected to the

system via the valve.

To achieve the desired UHV pressure, the rate of out-gassing from the vacuum

chamber walls was increased by heating the system [152]. To monitor the temperature

of the vacuum chamber during baking, a number of thermocouples were placed at

various locations along the system. Some were strategically placed at temperature

vulnerable locations such as viewports. The heat conductance over the chamber

was improved by wrapping the entire vacuum system in a layer of Aluminium foil.

Heating tape (Standard type S, Hemi Heating), was evenly wrapped around the whole

of the foil coated vacuum chamber. To improve insulation, six layers of Aluminium

foil were wrapped around the entire system, above the heating tape. The bake-out

procedure was conducted in the following fashion:

1. At room temperature, the chamber was initially evacuated using the di-

aphragm/turbo pump combination for 10 hours.

2. Using a variac the power supplied to the heating tape was increased to maintain

a heating rate of 30 K/h.

3. The power to the heating tape was stabilised to maintain a temperature of

80◦C.

79



80 4.2. Coil design

4. At 80◦C the chamber was continually evacuated for 3 weeks using the turbo

pump, whilst the temperature and pressure of the system was continually

monitored.

5. The power in the heating tape was reduced to zero and the system was allowed

to cool to room temperature at a rate of 30 K/h with the turbo pump remaining

on.

6. The ion pumps were switched on, and if desired the system could be isolated

by closing the valve connecting the turbo pump.

7. To further reduce the pressure, the TSPs could be fired.

In future work where pressures of 10−11 torr may be required, the TSPs may

need to be utilised. However, since these low pressures were unnecessary for the

purposes of the work discussed in this thesis, the final stage of firing the TSPs was

not conducted, thus the final pressure achieved in the system is ≈ 1× 10−10 torr.

4.2 Coil design
The energy levels of an atom can be manipulated utilizing the Zeeman shift,

eq. (2.47), induced by the application of an external magnetic field. Weak fields

∼ 10 G to ∼ 100 G are used to manipulate the resonance frequency of the atomic

transitions, and are regularly used in MOTs (section 2.2.3) and Zeeman slowers

(section 2.2.1). Stronger fields are often used to trap atoms in magnetic traps

(section 2.2.5). Although magnetic fields can be generated using permanent magnets,

electromagnetic coils are preferred for the controllability of the field.

To visualise the arrangement of the coils with respect to the vacuum chamber, an

Autodesk inventor drawing of the vacuum plus the coil system is displayed in fig. 4.1.

With most coils (apart from the glass cell MOT coils) in contact with the vacuum

chamber, the chamber its self was used as a heat sink to dissipate the heat from

the coils, thus helped in alleviating the need for water cooling. The electromagnetic

coils for a Zeeman slower must compensate for the changing Doppler shift as the

atoms are slowed (see section 2.2.1). Two separate anti-Helmholtz coils [46] produce

the field required for the MOTs (see section 2.2.3). For ease of operation and to

minimize cost, a key requirement of the set-up was to avoid the need for cumbersome

cooling mechanisms for the coils.

4.2.1 Zeeman coils
The purpose of the magnetic field in a Zeeman slower is to vary the resonance

frequency of the atomic transition to compensate for the varying Doppler shift as
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the atoms are slowed (see section 2.2.1). The field profile required in the slower to

compensate for the varying Doppler shift is as expressed in eq. (2.48). To avoid the

slowing light being resonant with atoms that have exited the slower and atoms in

the MOT, a scenario known as a reverse slower was chosen [46], so that ∆� Γ for

atoms with v = 0. A secondary advantage of this type of slower is that the large field

at the end of the slower follows smoothly into the field required for the main MOT,

see fig. 4.2. The Mathematica add-on Radia [157] was used to aid in the design

of the coils. As the design was initially to be integrated into a hybrid slower (see

appendix E), the Zeeman slower field section was 0.3 m long. The field was designed

to slow atoms that travel slower than vc = 140 ms−1, it has Bbias such that atoms

exit the slower with a with v = 10 ms−1.

To match the field described by eq. (2.48), a design was developed consisting of

ten separate coils and further a smaller shaping coil (Sc) at the end of the slower

to create a sharp transition, see fig. 4.2. The ten coil design consisted of forming

the coils with Copper tape that was 25.4 mm wide and 0.2 mm thick insulated

with Kapton tape. To shape the field from the coils, each coil needed a different

number of turns of the Copper tape when it was wrapped. The number of turns in

each of the coils was n1 = 2, n2 = 5, n3 = 8, n4 = 11, n5 = 13, n6 = 18, n7 = 20,

n8 = 32, n9 = 22 and n10 = 13. The first nine of the coils had an inner radius of

29.25 mm, and required a spacer to separate them from the outer surface of the

vacuum chamber. Whilst the 10th coil in the slower had an inner radius of 19.25 mm

and was wrapped directly against the vacuum chamber.

The shaping coil (Sc in fig. 4.2), was designed to sit on top of the 10th coil and

was positioned at the edge nearest to the end of the slower. It had an inner radius of

23.15 mm, was made from Copper tape with a width of 6.4 mm and a thickness of

0.15 mm (Kapton insulated) and had 75 turns of tape.

In optimising the design of the Zeeman slower field to the ideal field given by

eq. (2.48) (red line in fig. 4.2), the field from the main MOT and bias coil (see

section 4.2.2), were also considered. The spacing between each coil and the currents

supplied to the ten slower coils and the shaping coil were altered to optimise the

slower field shape. With an equal current of 5.2 A in the ten slower coils and a

current of 3.3 A in the shaping coil, the field of the proposed design matched the

ideal field, see fig. 4.2. Along the entire section of the Zeeman slower the difference

in Zeeman shift produced by the proposed field when compared to the ideal field

81



82 4.2. Coil design

Figure 4.2: Top) Image of the Zeeman slower coils (1 to 10 and Sc), main MOT
coils(red) and bias coil (right) design. Bottom) The z field component Bz expected
from the coils (blue line) plotted against z, overlaid with the ideal field for the slower
(red line) and the ideal 10 Gcm−1 MOT field (green line).
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never exceeds Γ, thus the slowing laser beam remains on resonance with the slowing

atoms along the entire slower length.

The power required to operate the ten coils in the Zeeman slower was calculated

to be 1.7 W, and the power required in the shaping coil was 3.4 W. With low power

required to operate the slower, air cooling was sufficient, thus no complex water

cooling is required.

4.2.2 MOT coils

The simplest way to realise the field required for the MOT, is to arrange two coils

in the anti-Helmholtz configuration with a field gradient ≈ 10 Gcm−1 near the field

zero at the centre [46].

In designing the coils the fact that the physical size of the chamber restricts the

size of the coils was taken into account. To minimize the current required to achieve

the main MOT field and to aid in heat conduction, the coils were wrapped directly

against the outside of the viewports (6.00” Mounting Flange - Viewport, Kimball

Physics). The designs for these coils are displayed in fig. 4.2 (red coils). The coils

were constructed from the same 25.4 mm by 0.2 mm copper tape as the Zeeman

slower coils (section 4.2.1), and had inner radii of 76 mm. To counteract the shift

in the MOT field zero along the x-axis when the Zeeman slower field was switched

on, a bias coil was located on the opposing side of the anti-Helmholtz coils. The

bias coil (the bias coil was made from the same Copper tape as the MOT coils.)

was designed to be wrapped against the outside of the main flange of a conical

reducer (ConicalReducer, 4.58”x2.75”, MDC Vacuum), it had 16 turns of Copper

and typically operated with 10 A of current. With 50 turns of Copper and a current

of 10 A, the MOT coils were designed to produce the field (Bz) shown in fig. 4.2

with the Zeeman slower and bias fields on accordingly. As indicated in fig. 4.2, a

field gradient ∂Bz/∂x ≈ 10 Gcm−1 was expected near x = 0.

The 25.4 mm by 25.4 mm glass cell imposed less of a restriction on the available

space to locate coils for the second MOT in the glass cell. To minimize the coil

separation, they were located one above and one below the glass cell, ≈ 1 mm from

contact with the glass. For stability and heat conduction, the coils were wrapped

against a hollow Aluminium tube with an outer diameter 32 mm and an inner

diameter of 30 mm. Using the 25.4 mm by 0.2 mm Kapton insulated Copper tape,

each coil was wrapped with 90 turns of tape, fig. 4.3(a) displays a schematic of

the coil. With a current of 3.5 A, the coils in the anti-Helmholtz configuration
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84 4.3. Laser system

Figure 4.3: (a) Mathematica Radia schematic of the glass cell MOT coil. (b)
Schematic of the Glass cell MOT, main MOT, Zeeman slower and bias coils. (c)
Designed Bz versus z field profile near the centre of the glass cell MOT anti-Helmholtz
coils. (d) Designed Bx versus x field profile near the centre of the glass cell MOT
anti-Helmholtz coils, as expected the field gradient is half that in (c).

were designed to produce field gradients of ∂Bz/∂z ≈ 20 Gcm−1, fig. 4.3(c), and

∂Bx/∂x ≈ 10 Gcm−1, fig. 4.3(d). As an option, operating the glass cell MOT coils

with a current of 20 A produced a gradient of ∂Bz/∂z = 100 Gcm−1, which could

permit magnetic trapping (see section 2.2.5) of atomic samples.

4.3 Laser system
Laser cooling and detection of atomic samples requires a number of dedicated laser

beams at specific frequencies and intensities to manipulate and probe the sample.

Knowledge of the atomic structure of the atomic species under study allowed the

required laser arrangement for achieving laser cooling and detection of the species

to be decided. Using the known structure of the 87Rb (section 4.3.1) D2 transition

(fig. 4.4), optics were arranged to provide light for the Zeeman slower and MOTs

(section 4.3.2), and for the repump and probe light (section 4.3.3).

4.3.1 Rubidium 87

Alkali atoms are a popular choice for experiments with laser cooling as they have

simple and accessible electronic transitions, and have a similar electronic structure to

that of Hydrogen [160]. In particular the Rubidium atom is a popular choice. This
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Figure 4.4: A detailed diagram of the 87Rb D2 transition hyperfine (F/F ′) and
Zeeman (MF ) sublevels, displaying the frequency difference between the hyperfine
levels and the approximate Landé gF -factors. The quoted values are taken from [67],
with further affirmation from [158] and [159].
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is in part due to the 780 nm D line [67] being close to the readily available 780 nm

wavelength of CD burner diode lasers [161] that can be easily tuned and stabilised

to the atomic resonance using an external cavity grating [162,163]. The naturally

occurring 87Rb has been widely used for achieving BEC as it has strong mutual

scattering that permits efficient evaporative cooling, and a positive scattering length

making it mutually repulsive at low temperatures [161].

The species of choice for delivering cold atoms to the holographic microscope

in this work was 87Rb. The 52S1/2 → 52P3/2 D2 transition (fig. 4.4) has a cycling

transition (F = 2→ F ′ = 3) that is ideal for laser cooling since minimal repump light

is needed. The hyperfine structure is further split in to MF Zeeman sub-levels [46,47]

that are degenerate in the absence of an external magnetic field. In a weak magnetic

field the degeneracy is lifted, thus each of the MF sublevels are Zeeman shifted

according to eq. (2.47). The shift in stronger fields is described by the Breit-Rabi

formula [46,47].

The D2 ground and excited levels can be split into 24 separate sublevels, see

fig. 4.4. Transitions between the Zeeman sublevels are governed by the electric

and magnetic dipole selection rules for electric and magnetic dipole transitions

respectively [46]. Transitions driven with σ± light change the Zeeman sub-level by

δMF = M ′
F −MF = ±1. Transitions driven with π polarised light have δMF = 0. Of

particular interest are the F = 2,MF = ±2→ F ′ = 3,MF = ±3 cooling transitions

that require σ± light. The electric dipole selection rules dictate that the F ′ = 3 state

may only decay to the F = 2 state, thus this transition is referred to as a cycling

transition. These cooling transitions have a stronger coupling with the exciting

electromagnetic field than the other transitions within the D2 manifold in 87Rb [47].

Whilst driving the cooling transition in a MOT, some atoms will undergo a decay

into the F = 1 ground state, since the polarisation of the light is not guaranteed

to be perfectly σ± polarised, resulting in a F = 2,MF = ±2 → F ′ = 2,MF = ±2

transition being excited which can decay to F = 1,MF = ±1. This problems is

addressed by illuminating the MOT with repump light resonant with either the

F = 1→ F ′ = 1 or F = 1→ F ′ = 2.

There were a number of demands that the laser system needed to meet to achieve

cooling and detection of 87Rb atoms. The Zeeman slower with a field directed along

the x-axis of fig. 4.2 required σ± light relative to the field direction to drive the cooling

transition. Furthermore, this light needed to be detuned from the F = 2→ F ′ = 3

transition to match the capture velocity of the slower. For the MOT, 3 σ+, and 3 σ−

86



Chapter 4. Experiment design and construction 87

beams that counter-propagate with the σ+ beams were needed that were typically

detuned by ∆ = −13 MHz from the F = 2→ F ′ = 3 transition. A pushing beam

resonant to the F = 2 → F ′ = 3 transition was needed to transfer atoms from

the main MOT to the glass cell MOT. A probe beam with variable detuning from

the cycling transition was required for near-resonant and off-resonant holographic

probing of the atomic samples. To prevent atoms from falling into a dark state with

respect to the cooling light, repump light resonant to either the F = 1 → F ′ = 1

or the F = 1 → F ′ = 2 was required. In the following subsections (sections 4.3.2

and 4.3.3) the laser set-ups to achieve the light to address these transitions are

presented.

4.3.2 Cooling laser

To produce light to address the F = 2→ F ′ = 3 transition in 87Rb, an external

cavity diode laser (ECDL) [164,165] was dither locked [166] to the atomic resonance in
87Rb via Doppler free saturated absorption spectroscopy (see appendix C). Typically

ECDLs have a limited output power, after beam manipulations such as optical

isolation or beam shaping, on the order of 10 mW is left [167–169]. To create enough

output power to support the multiple beam pathways needed from the cooling laser,

a tapered amplifier (TA) [167, 170] was used with a current of 1 A to amplify the

780 nm laser from an input power of 10 mW from an external cavity diode laser to

0.25 W.

Displayed in fig. 4.5 is a detailed schematic of the cooling laser set-up. To

minimize optical feedback into the diode, an optical isolator/Faraday rotator (OI)

was inserted at the output of the ECDL. The output from the OI was passed through

a polarising beam splitter cube (PBS) and the transmitted component sent to a

saturated absorption spectroscopy set-up (see appendix C). The reflected beam was

combined with light from the repump laser and amplified by the TA together. A λ/2

waveplate was used to rotate the polarisation of both beams, so that upon entering

the TA both had the correct polarisation to be amplified. The frequency of the

transmitted component was offset by 200MHz using an acousto optic modulator

(AOM) in the double pass configuration (see appendix D). Then the light was

passed through a saturated absorption spectroscopy experiment and the laser dither

locked [166] to the crossover peak between the F = 2→ F ′ = 2 and F = 2→ F ′ = 3

transitions. The ECDL output detuning from the F = 2→ F ′ = 3 transition was

given by the detuning of the crossover resonance plus twice the offset AOM frequency
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∆ = (2× 100) − 133 = 67 MHz. A small amount of light was separated from the

beam line just before the double pass AOM set-up. This light is passed through an

AOM driven at 67 MHz, and the m = −1 diffraction provided near-resonant light

for aiding alignment of beams to atomic samples.

The cooling and repump light that was amplified by the TA passed through an

OI before being split into two by a PBS. The reflected pathway provided light for

the Zeeman slower, main MOT, and a writing beam that was used to modulate

the density of the atomic sample when imaging, whilst the transmitted component

provided seeding light for a diode laser and light for the glass cell MOT.

Light for the Zeeman slower was separated from the main beam-line using an

AOM driven at 247 MHz. The m = −1 diffraction from the AOM was used, thus

making the Zeeman beam detuning ∆ = (67− 247) = −180 MHz. The m = 0 was

further diffracted using an AOM driven at 80 MHz. The m = −1 beam was used

to provide light for the main MOT at a detuning of ∆ = (67− 80) = −13 MHz.

The m = 0 beam from the main MOT AOM was passed through another AOM

driven at 120 MHz, the m = 1 diffraction from this AOM provided light for writing

structure to the glass cell MOT at ∆ = 67 + 120 = 187 MHz. For output power and

polarisation stability, the beams for the MOT and writing beam were coupled into

polarisation-maintaining optical fibers, with a λ/2 waveplate placed before the input

to align the input polarisation to the fiber.

The light for the glass cell MOT at ∆ = 67− 80 = −13 MHz, was provided by

the m = −1 diffraction from an AOM driven at 80 MHz, see fig. 4.5. A beam with

∆ = 67 + 93 = 160 MHz was sent through a polarisation maintaining fiber to provide

light to injection lock [171, 172] a diode laser, see fig. 4.6, which was used to provide

light for holographic probing.

To adjust the power in each of the beam pathways, and thus the intensity, the

power of the RF signal to each AOM could be adjusted. Furthermore, using a λ/2

waveplate, the relative transmittance/reflectance at each PBS could be changed. The

overall power in the cooling laser pathways could be altered by changing the current

supplied to the TA chip. The frequency detuning of any beam was easily adjusted

with a change in the AOM RF driving frequency.

4.3.3 Repump and slave lasers

To produce repump light resonant with the F = 1→ F ′ = 1 transition in the main

and glass cell MOTs, a separate ECDL was used with output frequency approximately
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6.8 GHz larger than that of the cooling laser (section 4.3.2). A schematic of the

optical layout for the repump laser set-up, alongside the slave laser set-up is displayed

in fig. 4.6.

As with the cooling laser, an OI was placed near the output of the repump ECDL

to minimise optical feedback into the diode. After the optical isolation stage, the

beam was split into two pathways using a λ/2 waveplate and a PBS. The reflected

component from the PBS was diverted into a saturated absorption spectroscopy

set-up, where the output of the repump ECDL was dither locked [166] to the crossover

resonance between the F = 1 → F ′ = 1 and F = 1 → F ′ = 2 transitions. The

transmitted component from the first PBS was further separated with a λ/2 waveplate

- PBS combination. This produced spare repump light coupled into an optical fibre

that was |∆| = 78 MHz detuned from both repump transitions, and repump light

with ∆ = 78 MHz from the F = 1 → F ′ = 1 transition to co-propagate with the

cooling laser, see fig. 4.5.

The repump light co-propagated with the cooling beam and both were amplified

by the TA. The m = −1 diffraction from the main and glass cell MOT AOMs

shifted the frequency of the repump light near-resonance (∆ = 78− 80 = −2 MHz)

with the F = 1 → F ′ = 1 transition. The Zeeman slower repump light with

∆ = 78− 247 = −169 MHz was sufficient for the requirements of the slower.

Having the repump light co-propagate with the cooling beam reduced the com-

plexity and cost of the optical assembly, since no additional independent optical

components were required to steer and manipulate the properties of the repump

light. However, after the combination location every beam along the cooling laser

pathway was dual frequency. For applications that required a beam with a single

frequency such as holographic imaging (chapter 3) the beams needed be separated,

or another source of single frequency light created, such as from another diode laser.

The saturation parameter is heavily reduced with off-resonant probing, thus short

exposure times with large probe intensities are permitted without saturating the

atomic transition. To create a beam for holographic probing of the atomic sample, a

diode laser was injection locked [171,172] using light with ∆ = 67 + 93 = 160 MHz

from the cooling laser pathway, see fig. 4.5, via a polarisation maintaining optical

fibre, thus delivering more power to the probe but also suppressing the repump side

band in the cooling light. The seeding light was coupled into the diode by passing

the beam into side port of the PBS at the output of the OI, see fig. 4.6. Though the

seeding light was dual frequency, the diode laser could be injection locked to either
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92 4.3. Laser system

of the two frequencies by adjusting the temperature/current of the diode. Here the

slave laser current was tuned so that the output was locked to the cooling beam,

thus its frequency was nearer to resonance with the F = 2→ F ′ = 3 transition.

The optically isolated output of the injection locked diode laser was split using a

λ/2 waveplate and a PBS. The reflected component was coupled into an optical fibre.

To monitor the line shape and the injection lock, the fiber output was coupled into a

Fabry-Perot interferometer [173]. The transmitted component was used to provide

light for a pulsed pushing beam to transfer atoms between the main chamber and

glass cell MOTs, and to provide light for the holographic probe beam. The m = −1

diffraction from an AOM driven at 160 MHz in 80 µs pulses provided resonant light

for the pushing beam.

For versatility when probing atomic samples, the holographic probe laser beam

needed frequency tunability such that probing could be conducted with blue or red

detuning, or near-resonance if desired. The m = 0 light from the pushing beam AOM

was steered into a double pass AOM set-up driven at 80 MHz, with the m = −1

beam providing tunable near-resonant light for holographic probing.

For probe polarisation and alignment stability, the output from the double pass

AOM was couple into a single mode polarisation maintaining fiber before being

delivered to the experiment. A mechanical shutter placed before the optical fibre

coupler, see fig. 4.6, allowed the holographic probe beam to be fully switched off

when not probing the sample, thus minimising noise due to light leaked from the

AOM at the CCD.

4.3.4 MOT and double source holography assembly

After preparing the detuning of the MOT beamss, it remained to manipulate the

output from the optical fibre to achieve six counter-propagating laser beams with

the appropriate polarisations as explained in section 2.2.3, and a total intensity such

that s = 10 (see eq. (2.21)). This was required for both the main chamber MOT and

the glass cell MOT independently. Furthermore, optics were arranged to provide the

dual point source for DSHM with atomic samples in the glass cell MOT, and for

providing the Zeeman slower beam.

In fig. 4.7, a schematic is shown displaying the set-up for the probe beam, main

and glass cell MOTs. The main MOT light with ∆ = −13 MHz, delivered from the

cooling laser set-up (section 4.3.2) via an optical fibre, was collimated and split into

six beams using two λ/2 waveplates and two PBSs. The six beams were steered

92



Chapter 4. Experiment design and construction 93

F
ig

u
re

4.
7:

A
d
ra

w
in

g
d
is

p
la

y
in

g
th

e
op

ti
ca

l
ar

ra
n
ge

m
en

t
fo

r
th

e
m

ai
n

M
O

T
,

gl
as

s
ce

ll
M

O
T

,
Z

ee
m

an
sl

ow
er

,
h
ol

og
ra

p
h
ic

p
ro

b
e

an
d

th
e

w
ri

ti
n
g

b
ea

m
.

93



94 4.3. Laser system

with optics to propagate orthogonally to each other in the centre of the octagonal

chamber with diameters of 20 mm. Before entering the chamber, the polarisation of

each of the beams was changed from linearly polarised to circularly polarised with

three λ/4 waveplates. After the beams exited the chamber, second λ/4 waveplates

were placed and a mirror retro-reflected the beams back along their original path.

Then the retro-reflected beams had the opposing circularly polarised light to the

input beams inside the chamber as required by the MOT (see section 2.2.3).

In a similar fashion to the main MOT, the glass cell MOT beam delivered via a

fiber from the cooling laser set-up with ∆ = −13 MHz, was collimated with a 20 mm

diameter and split into six beams. As with the main MOT, the correct σ± polarisation

for the input and retro-reflected beams was achieved with two λ/4 waveplates and a

retro-reflecting mirror for each input beam. As the repump light co-propagated with

the MOT beams, no further optics were needed for alignment of repump light to

the MOTs. To improve the available NA for holographic imaging, the MOT beams

were adjusted so that along the horizontal plane, their angular separation was not

orthogonal, and the MOT formed ≈ 3 mm away from the geometric centre of the

glass cell along the holographic probe beam direction.

To transfer atoms from the main MOT to the glass cell MOT, a resonant pulsed

pushing beam was aligned to intersect the main MOT. In the glass cell chamber,

the pushing beam passed above the glass cell MOT location and did not disturb

the atoms. This beam did however intersect the vertical glass cell MOT beam, thus

delivered atoms were captured into the glass cell MOT.

As the atoms were slowed, the initial radial velocity coupled with heating from

spontaneous emission resulted in an expansion of the beam along the radial directions.

To reduce the radial heating and to minimise the expansion, the Zeeman slower laser

beam was slightly focusing along the slower, see fig. 4.7. To achieve the focusing of

the Zeeman beam, the light delivered from the cooling laser diameter was expanded

from 2 mm to 40 mm using a Keplerian telescope. The second lens was positioned

to achieve a slight focusing of the beam. The beam delivered from the cooling laser

assembly was linearly polarised. To achieve the correct σ polarised light for the

Zeeman slower, a λ/4 waveplate was used before the vacuum window.

To test the resolution of the holographic microscope, structure could be written

to the atomic sample using blue detuned light. The writing beam delivered from

the cooling laser with ∆ = 187 MHz was split into two using a non-polarising beam

splitter cube, thus both arms shared the same polarisation. Each arm was adjusted
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Figure 4.8: (a) OSLO diagram of the point source lens array and the glass cell
window. (B) Modulation transfer function, plotted (overlapping) with the ideal
modulation transfer function. (C) Geometric spot diagram created by OSLO for the
lens array (red dots) with the Airy radius (black circle). (d) Wavefront optical path
difference contour plot displayed at the focal point in units of λ.
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96 4.4. Optics for double source holography

Figure 4.9: Diagram displaying the optical arrangement for using lenses to achieve a
double source holographic microscope.

so that they intersected at the MOT location at an angle θ to each other. The

mutual polarisation between the two beams resulted in interference fringes at the

atoms location with a pancake structure, similar to the design in [174]. When the

writing beams were on, atoms were attracted to the regions of destructive interference

because of the action of the dipole force (see appendix B). This resulted in a density

modulation in the atomic sample with a period matching the that of the interference

λ/ sin (θ). By adjusting θ, writing fringe periods of ≈ 20 µm and ≈ 10 µm were

written to the sample. The 20 µm fringe was used for testing the resolution in

NA=0.07 DSHM, whilst the 10 µm fringe was used for the NA=0.16 version.

4.4 Optics for double source holography

To achieve the diffraction limited point sources for use in DSHM (section 3.2), one

approach is to focus laser beams to points that have a waist of the order of λ. In this

scenario the light emanating from the points are well described by spherical waves

(section 3.1). In this section the optical arrangement for generating a vibrationally

stable double point source is presented, then two separate DSHM lens systems are

described. The first (section 4.4.2) used a combination of focusing lenses to form

the double point sources, and with no imaging lenses achieves a DSHM system with

NA = 0.07. The second (section 4.4.3) utilises a higher NA focusing lens system

coupled with an array of imaging lenses to remove the aberration from a plane glass

window and achieve NA = 0.16 DSHM.
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4.4.1 Double point source generation

To achieve a vibrationally stable double point source for use in DSHM, optics were

mounted on a single rigid breadboard. Alignment of the holographic probe beam

to the atomic sample was achieved by adjusting the breadboard position with a 3D

translation stage. The optical layout to achieve the dual source is displayed in figs. 4.7

and 4.9. To minimize the relative power fluctuation in the two sources, a rotatable

PBS was used to stabilise the beam polarisation. A second static PBS was used to

split the beam into two. Adjustable apertures placed on each arm could be used to

control the beam diameter and change the final waist of the focal point. The two

beams were made to propagate at an angle to each other upon recombination with

another PBS. The angular separation between the two beams was kept small enough

that they were both able to encounter the same steering optical elements as they

travelled toward the focusing assembly (see section 4.4.2). A second rotatable PBS,

rotated by 45◦ ensured that the two transmitted beams share the same polarisation

and thus interfered at the CCD. To remove probe reflections between the CCD chip

and the glass cell window, the CCD and the probe light was oriented at an angle to

the perpendicular of the glass cell window, such that stray reflections miss the CCD

chip.

4.4.2 Point source lens array for NA = 0.07 holographic

microscopy

Without imaging lenses, the sample to camera separation was restricted by the

MOT beams, see fig. 4.7, to L− z0 > 5 cm. The imaging camera was a pco.pixelfly

usb [175] with 1392 × 1040 square pixels, xpix = 6.45 µm pixel pitch, quantum

efficiency Q = 0.1 @ 780 nm and a 14 bit dynamic range. Considering the camera

chip size and the source separation, the maximum numerical aperture available for

imaging was NA ≈ 0.1. To take advantage of the allowable NA, the light from the

point sources needed to span an area at least as large as the camera chip at the

detection plane. For this the focusing optics were required produce diffraction limited

points with NA ≥ 0.1.

The two beams that entered the point source focusing lens array had a diameter

≈ 1.5 mm (measured with a CCD camera). To achieve the required NA, the input

beams were expanded before being focused to diffraction limited points inside the

chamber. Furthermore, the focusing array compensated for aberrations induced by

the glass cell window (1.27 mm thick, silica). A schematic of the focusing array,
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Table 4.1: Specifications for the NA= 0.14 lens system and the silica glass cell window
for creating diffraction limited point sources for use in DSHM.

Surface number Radius of curvature (mm) Thickness (mm) Material
1 -12.9 2 BK7
2 0 19.02 air
3 0 5.3 BK7
4 -25.8 0.5 air
5 15.51 (Aspheric) 7.7 S-LAH64
6 0 3 air
7 0 1.27 silica
8 0 11.98 vacuum

produced by the optical design software OSLO [147], is displayed in fig. 4.8(a).

The design consisted of a plano concave lens (LC1054-B, � = 12.7 mm, N-BK7,

Thorlabs) to expand the beams, and a combination of a plano convex (LA1131-B,

� = 25.4 mm, N-BK7, Thorlabs) and an aspheric lens (AL2520-B, � = 25.4 mm,

S-LAH64, Thorlabs) to focus them to diffraction limited points.

With the MOT location fixed at ≈ 15 mm from the beam entrance window of

the glass cell, the design distance from the window to the focal point was fixed to

12 mm to achieve z0 ≈ 3 mm. Then using the OSLO built-in GENII ray aberration

error function, the air spaces between each of the optical elements were iteratively

optimised to achieve diffraction limited focusing with NA=0.14. Given in table 4.1

are the optimised specifications of the lens system, and table F.4 in appendix F gives

the aspheric coefficients for the aspheric lens.

To quantify how close the lens array got to achieving diffraction limited spots, the

system was evaluated at the location of the minimum on axis spot size. In fig. 4.8(b),

the lens system modulation transfer function (MTF) is plotted. The overlap with the

ideal MTF indicates a diffraction limited lens design [176, 177]. The spot diagram in

fig. 4.8(c) indicates a geometrical spot size smaller than the diffraction limited Airy

radius, further corroborating the diffraction limited design of the imaging system. To

evaluate the wavefront distortion at the focal point, an optical path difference (OPD)

wavefront contour plot is displayed in fig. 4.8(d), The maximum peak to valley (P-V)

difference in the plot is well below Rayleigh’s quarter wavelength rule [178–180].

Upon assembly of the optical system, the real performance was evaluated by

imaging the focal point directly with a CCD camera. To achieve this, light from

the holographic probe pathway was passed through the assembled lens system and
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Figure 4.10: (a) Intensity image (photon counts per pixel) recorded at the focus of
the point source generating lens system. (b) A 2D Gaussian fit of the intensity image
in (a) displaying a mean waist of (3.3± 0.6) µm.

imaged by a CCD detector (DCC1545M, xpix = 5.2 µm, Thorlabs). The intensity of

the light was adjusted to prevent the CCD pixels saturating. Displayed in fig. 4.10(a)

is an image recorded near the focal point. A large fraction of the beam power was

contained within a single pixel. A 2D Gaussian fit of the focal point, fig. 4.10(b),

indicates that the mean beam waist was σ̄ = 3.3 µm. A focal point of this size was

sufficient to fill the detection camera with light at the expected operating distance

L = 5 cm for holographic imaging.

For use in DSHM, two beams were passed through the imaging system. Adjusting

the relative angular displacement between the beams, see fig. 4.7, moves the focal

point along the radial direction. The beams were adjusted whilst monitoring them live

using the CCD detector. Translation of the CCD back and forth along the propagation

direction enabled the adjustment of the alignment so that both beams propagated

along the axial direction and had no noticeable distortion to their foci. Once the

beams were sufficiently separated and aligned, their separation d was measured by

counting the number of camera pixels between the foci d = (387± 2.6) µm.

4.4.3 Focusing and imaging systems for NA = 0.16

holography

In a more recent upgrade to the DSHM set-up to improve the imaging NA

compared to that described in section 4.4.2, the focusing lens array in fig. 4.8 was

replaced with a higher NA focusing system, see fig. F.1. Then to compensate for the

small extent of the CCD chip, an imaging lens array was used to image the hologram

on to the camera, see figs. F.2 and F.3. The design of the focusing and imaging

arrays were based on a four lens system to account for aberration introduced by a

plane window as discussed in [181] and later utilised in [182,183]. A diagram of these
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100 4.4. Optics for double source holography

Figure 4.11: Schematic illustrating the design of the imaging system to undertake
DSHM with NA = 0.16.

improved focusing and imaging systems that were designed to achieve NA = 0.23

DSHM is presented in fig. 4.11.

To account for aberration introduced into the probe beam by the glass cell

windows, the air spacings between the lenses was adjusted. As with the earlier lens

design (section 4.4.2), the OSLO built-in GENII ray aberration error function was

utilised to minimise the beam aberration by optimising the air spacing between each

of the optical elements.

In the previous design (section 4.4.2), the numerical aperture available for imaging

was limited by the size of the CCD chip and how close it could be placed to the

atomic sample. The two inch diameter imaging array with a magnification factor of

approximately one had a larger lateral extent than the CCD chip, thus allowing a

larger numerical aperture for imaging.

Though the lens systems discussed in appendix F were designed to accommodate

NA = 0.23 imaging, the camera was placed at a location where the reference beams

occupied a larger area than the camera chip, thus NA = 0.16 was achieved in the

upgraded DSHM system. To achieve NA = 0.16 DSHM, the camera was placed a

distance L = 2.19 cm away from the image of the point source. When recording a

hologram of the compressed MOT with the higher NA DSHM system, the sample

was typically located a distance z0 = 1 mm away from the image of the point source.

With this microscope geometry a diffraction limited lateral resolution of Rlat = 5 µm

was expected. To resolve the two source interference fringes with the higher NA

DSHM, the source separation was reduced to d = (229± 2.6) µm, since the smaller

L reduced the fringe period at the camera.

To minimise the amount of detected stray reflections between the CCD and the

final imaging lens, the CCD chip was tilted by 10◦ with respect to the imaging axis,

and aperture was placed in front of the CCD chip to coincide with the image of the

point source. This also minimised reflections and stray light from MOT beams and

other ambient sources. This modification could permit imaging of atomic samples
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while cooling with extended exposure times τexp ∼ 10 ms, since the stray scattering

from the MOT beams into the CCD chip is reduced.

4.5 Experiment timing
Atoms were loaded into the main MOT for a time τload = 3.2 ms, then the main

MOT beams were switched off using the AOM, and the pushing beam was pulsed for

τpush = 80 µs with a beam intensity Ipush. To control the delivery of atoms into the

glass cell, the intensity Ipush was tunable, and maximal delivery efficiency occurred

when the scattering force was saturated (ν = 0 and s� 1). To minimise the recapture

of pushed atoms back into the main MOT, the cooling beams remained off after the

pushing pulse for 100 ms. Increasing τpush or τload further had no noticeable effect on

the loading rate of the glass cell MOT. To control/reduce the loading rate of atoms

into the glass cell MOT, Ipush and/or τpush could be altered. The interaction with the

pulsed travelling wave resulted in the atoms being accelerated via the scattering force

(see appendix B) in the direction of travel of the pushing beam. With Ipush � Is

resulting in a constant atomic acceleration at a ≈ amax/2 = ~kΓ/4mRb [46], the

atomic trajectory could be easily estimated using the equations of constant linear

accelerated motion.

An example of a timing sequence for preparing and holographically probing an

atomic sample is illustrated in fig. 4.12. To load atoms into the glass cell MOT,

the field gradient near the MOT centre was set to 10 Gcm−1 and the MOT beams

were switched on with a typical intensity such that s = 16 and ∆ = −13 MHz.

The loading stage typically lasted for a time τload = 1 s. To compress the atomic

sample after the loading, the field gradient could be linearly ramped to a typical

field gradient of B2 = 50 Gcm−1, typically during a time τcompress = 250 µs. To

control the sample size and temperature during compression via Sisyphus cooling (see

appendix B.0.2), the MOT beam intensity and detuning could be altered to I2 ≈ Is

and ∆2 = 25 MHz respectively. If desired, atoms could be magnetically trapped

by holding the gradient at B2 for a typical time of τhold = 20 ms. Without the

fast coil current switch-off times awarded for example by an insulated-gate bipolar

transistor (IGBT) switch, a wait time of τswitch = 10 ms for the field to reduce to

negligible values was required if imaging without stray field was a necessity. To

image an expanded sample, or to conduct a time-of-flight (TOF see appendix A)

experiment [72,184,185], the sample could be left to expand for a time τTOF after

the field was switched off. To test the microscope resolution, an atomic density
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Figure 4.12: Illustration showing an example of a timing sequence for laser beams
and field gradient for preparing and imaging a sample with holography. Here IMOT,
∆MOT and dBz

dz
refer to the properties of the glass cell MOT laser beams and coils.

modulation could be written to the sample by setting the writing beams intensity to

Iwrite ∼ 100Is for a typical time τwrite = 40 µs. To preserve the modulation contrast

when writing structure to the cloud, the sample was probed immediately after the

writing pulse for a typical exposure time of τexp = 100 µs to record the hologram H.

Before recording the reference intensity H0 with exposure time τexp, an inter-frame

time τint = 10 ms elapsed to allow atoms to disperse from the probe region. A shorter

τint reduced speckle noise in the hologram by reducing the effect of vibration. The

camera was set to record two images, one of H, and one of H0, the timing of the

camera exposure was synchronised with the probe pulse. To control the size and

number of atoms in the atomic sample, I1, I2, ∆2, τload, τcompress,τhold and B2 could

be independently adjusted, and this was done on a regular basis. For imaging while

cooling, instead of switching the cooling beam off, IMOT would remain at I2 and the

detuning at ∆2 for the remainder of the imaging sequence.

4.6 Conclusion
The developed apparatus provided a highly controllable MOT conveniently located

in a glass cell with ample optical access for holographic probing. A tunable cooling
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laser permitted sub-Doppler cooling via polarisation gradient cooling, which coupled

with the controllable MOT anti-Helmholtz coils allowed the MOT size, shape and

temperature to be easily manipulated, which could be used to load a dipole (see

section 7.2.4) or magnetic trap. A phase-stable, detuning and intensity tunable

double point source was constructed for holographic probing with DSHM. The two

versions of DSHM discussed in this chapter provided lensless imaging at NA = 0.07,

as well as an imaging system for NA = 0.16 holographic imaging.

With apparatus for delivering, preparing and holographic imaging of atomic

samples constructed, atoms in the glass cell MOT should easily be detected using

DSHM. As a coherent imaging technique holography is susceptible to noise sources,

particularly speckle noise. Since the glass cell window used to is not anti-reflection

coated, difficulties are expected with multiple reflections between optical elements.

It remains to describe the imaging/reconstruction procedures to minimise noise

levels in reconstructed images. With the constructed apparatus the experimental

recording of the hologram and subsequent reconstruction via eq. (3.24) or eq. (3.27)

can be analysed and tested against theoretical predictions, as will be demonstrated

in chapters 5 to 7.
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Chapter 5

Diffraction and shot-noise limited

holography with cold atoms

With the apparatus constructed and a sound theoretical understanding of DSHM, it

remains to experimentally test the microscope against the theoretical predictions. In

this chapter, the procedures to optimally reconstruct images of laser cooled atoms

using DSHM including optimal subtraction of background noise, the twin and DC

image removal, and speckle field suppression by its inclusion into the reference field

estimation will be discussed. The signal to noise ratio of reconstructed images are

evaluated against those predicted in sections 3.2.2 and 3.2.3. The performance of

the reconstruction algorithm for experimentally recorded data is evaluated against

images from numerically generated idealised holograms.

Diffraction limited resolution and shot-noise limited sensitivity are pre-requisites

for any imaging technique for precision experiments with cold atoms. To reach

the shot-noise limit, other noise sources such as speckle and poor background

subtraction must be reduced to levels that are negligible in comparison with shot-

noise. Along with an optimal subtraction of multiple background noise sources, the

results presented in this chapter demonstrate that in DSHM with iterative twin

image removal, the major twin, DC and speckle noise obstacles to applying in-line

holographic microscopy to cold atoms can be alleviated. With this consideration,

DSHM is proposed for precision quantitative imaging of cold atoms samples with

high sensitivity.

The mechanics of hologram recording is discussed in section 5.1. A procedure

is described in section 5.1.2 that has been developed to minimise the noise level

in the reconstructions and push imaging toward the shot-noise limit. To extract
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the complex wave EH using eq. (3.15), a spherical wave phase was assumed for E1,

which was used to estimate the full reference field Er (details of the estimation of

Er are given in section 6.1.1). Since EH remained disturbed by the twin and DC

image noises, they needed to be removed via eq. (3.27). In section 5.2, the twin

image removal performance for experimentally recorded holograms is compared to the

performance for numerically generated holograms. It was found that the convergence

agrees with the theoretical prediction (see section 3.2.3), and can be faster in DSHM

when compared to DIHM. Demonstrations of diffraction limited imaging are given in

section 5.3.1 with both versions of DSHM with and without imaging lenses. Then

in section 5.3.3 it is shown that the noise levels in the reconstructions reach the

expected shot-noise limit. In section 5.4 an algorithm is presented that has been

developed for for the suppression of speckle noise. Its performance was demonstrated

by considerably suppressing the speckle noise level in an experimentally recorded

hologram.

5.1 Holograms and optimal subtraction
A direct subtraction of the reference intensity H0 does not account for background

ambient light or power fluctuations in the probe laser between recording of H and

H0. To reduce the noise level toward the shot-noise limit these effects need to be

accounted for. Images of the ambient light background are recorded and subtracted

from H. However, a direct subtraction is not precise enough to remove the ambient

effects or to account for laser power fluctuations. To account for these effects and a

fluorescence background from the atoms, a noise minimisation procedure has been

developed and is described in section 5.1.2.

5.1.1 Raw data recording and preliminary subtraction

When holograms were recorded, alignment optimisation was achieved by observing

and then centring the diffraction pattern in the subtracted hologram by adjustment

of the probe. The atoms were loaded into the MOT for an initial cooling stage. The

number of atoms in the sample was controlled by varying the loading time. The size of

the atomic sample was controlled by ramping the MOT field from ∼ 10 Gcm−1 up to

a maximum of ∼ 60 Gcm−1. The size could be further reduced by decreasing the ratio

I/∆ with MOT beam intensity or an increased negative detuning. This secondary

cooling stage before ramping the field resulted in a reduced cloud temperature via

a Sisyphus cooling mechanism (see appendix B.0.2). The shape of the sample was
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Figure 5.1: (a) Example of a hologram (H) recorded by the camera (mWcm−2). (b)
The hologram in (a) after subtraction of the reference intensity H −H0 and ambient
background light (mWcm−2). Initially the recorded hologram (a) is heavily disturbed
by fringes from speckle noise. After subtraction (b) the speckle fringes still disturb
the diffraction pattern from the out-of-focus Es. Both images share the same spatial
size scale bar.

determined predominantly by the alignment of the cooling beams, though fringes

could be written to the cloud using the writing beam (see section 5.3.1).

Care was taken during the imaging process to reduce stray ambient light. This

was accomplished by switching off all unnecessary lighting when imaging, and by

enclosing the camera as much as possible. As it was difficult to completely eliminate

the ambient light, two images bk1 and bk2 of the ambient intensity were recorded

for both H and H0 respectively, thus it could be removed via subtraction. The

hologram H and the subtracted hologram (H − bk1−H0 + bk2) are shown in fig. 5.1,

for a sample probed with exposure time τexp = 0.8 ms and detuning ν = 0.5. Before

subtraction, H is disturbed by significant fringes from speckle sources, fig. 5.1(a).

The reason that two images of the background ambient light were recorded was due

to the fact that the second exposure time for the pco.pixelfly usb in “double image”

mode is fixed at 74 ms [175], thus the image bk2 could have a significantly different

exposure time and ambient background than bk1.

To reduce speckle noise fluctuation in hologram recording, the optical table was

floated on a bed of nitrogen gas, hence suppressing vibration. This was aided by

mounting the imaging optics on a rigid platform, so that vibrations were mutually

experienced by the imaging optics. Speckle was further reduced by having the probe

light and camera at an angle of 10◦ to the vacuum window surface, so that reflections

off the vacuum window (which was not anti-reflection coated) missed the camera

chip. This tilting of the camera was not taken into account into the estimation of
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the reference field (see section 6.1.1). Reasons for why reconstructing with small

errors in the reference field still produced accurate retrievals of the samples optical

properties are discussed in section 6.4.

To help with the estimation of the Er,1 and Er,2 parts of the reference field used

for reconstruction of Es from H (see section 6.1.1), each of the sources was in turn be

blocked and an images of H1 = |Er,1|2 and H2 = |Er,2|2 were recorded with the same

probe intensity and τexp as H and H0. The reference field Er (L) used to reconstruct

images in this chapter was estimated using the procedure discussed in section 6.1.1.

5.1.2 Optimisation of the background subtraction

To reach the shot-noise limit, the subtraction H − H0 and the ambient light

subtraction for use in eq. (3.3) required a greater level of precision than was awarded

from the direct subtraction (H − bk1 −H0 + bk2). In the following a two-step opti-

mization procedure for the subtraction is presented. Each of the images H, H0, H1

and H2 were affected by overall laser power fluctuations, a relative power fluctuation

between Er,1 and Er,2, and ambient light, whilst H was also effected by a fluorescence

background from the atoms.

Using the double point source interference, the subtraction of the background

H
(0)
R = H−bH0, was optimised with a parameter b to account for a power fluctuation

between each recording. Using the estimation of Er (see section 6.1.1) the complex

field E = H
(0)
R /E∗r,1, was propagated to the source plane z = 0 via Û (−L) E, where

the focal points were observable. The point at r2 = (d, 0, 0), corresponding to the

real image of the second source Er,2, was isolated, and its residual power δP (b) was

calculated. At an optimal choice bopt, δP (b) was minimised. To prevent the atomic

sample from influencing the choice of bopt, a mask was used to block the geometric

shadow of the atoms in H and H0.

Since the optimisation based upon the two source interference fringes cannot

account for a relative power fluctuation, ambient light or the atomic fluorescence

background, these were accounted for in the second stage with a four parameter

(cj, j = 1, 2, 3, 4) optimization,

HR = H − boptH0 − c1bk1 + c2bk2 − c3fbk − c4Pf . (5.1)

Here Pf = H1,f − H2,f accounted for a relative power fluctuation, and fbk was a

uniform background to account for atomic fluorescence. Then the complex field

E (cj) = HR (cj) /E
∗
r,1 was propagated to z = z0 via Û0E (cj), where the in-focus
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image of the atomic sample Es (z0) was expected, and its out-of-focus twin image.

Multiplication with 1− P̂ excluded Es and some of E∗s. The remainder of E∗s was

converted into a real image using the Û0ĈÛ−1
0 operation as in eqs. (3.24) and (3.27),

then it too was excluded using 1− P̂. The final image was then nearly free of atomic

signal, and it was used to calculate the RMS (root mean squared) noise level δrms (cj),

which was minimised at an optimal choice of cj,opt, and provided the HR (cj,opt) for

use as “H −H0” in eq. (3.3). This typically took 10 minutes with a PC (Intel Core

i5- 2400 CPU, 3.1 GHz).

5.2 Removal of the twin image noise
The optimised background subtraction procedure lead to a reduced hologram HR,

that was used to approximate Es via eq. (3.3), but it remained disturbed by the

twin and DC image noises. To reach the shot-noise limit with double source in-line

holography, these noises needed to be eliminated. To remove both of these noise

sources, the algorithm presented in eq. (3.27) was also used, and the performance

of the removal algorithm is evaluated in this section. To demonstrate the twin

image removal with NA = 0.07 DSHM, the convergence of the removal algorithm for

experimentally recorded holograms was compared to that for a numerically generated

ideal hologram free of speckle noise. In both the NA = 0.16 set-up and the imaging

lens free NA = 0.07 microscope, the twin image noise was shown to be suppressed

well below the shot-noise level.

5.2.1 Finding the focal plane
The twin image removal algorithm assumes that the sample is contained with in a

finite support at the object focal plane, thus accurate knowledge of the object focal

plane location is required for both extracting reliable information from hologram

reconstructions, and for efficient twin and DC noise removal via eq. (3.27), since ε

is minimized at z0, see eq. (3.26). The density modulation in the atomic sample

provided by the writing beams (see section 4.3.4), gave structure that was used to

determine the focal plane.

The writing beams were pulsed with s� 1 and ν = 31 for approximately 40 µs

prior to and during the recording of H so that a clear density modulation formed in

the sample. The wavefront from the sample Es was extracted using eq. (3.27) and

it could be propagated via Û0 to the expected focal plane. The propagation was

scanned over z values, and at each z value, a sum of 1D Fourier transforms along the

perpendicular axis to the written fringes in the |Es (z) | image provided information
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Figure 5.2: (a) The maximum value of the Fourier spectrum corresponding to a
spatial frequency of 20 µm, extracted from experimental data, with the atomic
sample probed with detuning ν = 1.9, τexp = 20 µs. (b) Image of |Es (z0) | (mVcm−1)
at the z0 extracted from (a), there fringes are clearly resolved indicating a correct
identification of the focal plane (the twin image has been removed in this image.).

on the spatial frequency of the modulation in |Es (z) |. The maximum value of the

Fourier signal at f (kx = 20µm), was used to decide the z0 to be used for hologram

reconstruction. For weak objects, the twin image noise can be small enough that the

identification of the focal plane can be achieved prior to twin image removal (see

section 5.2), but larger objects may require that the twin image noise be removed.

5.2.2 Twin image removal with double source holography

Although imaging very small atomic samples (with a small spatial extent, such

that the Fresnel number Nf � 1) with a high NA holographic microscope, results

in a negligible twin image and DC disturbance (see section 3.1.3), this assumption

becomes invalid when imaging a MOT-sized atomic sample where the Fresnel number

Nf & 1. In such a situation, a significant proportion of the out-of-focus twin

image overlaps with the real image at its focal plane. The effect of the twin image

interference in DSHM for experimental data with source power ratio η < 1 and

sample Fresnel number Nf ≈ 3 is shown in fig. 5.3(a). The twin image that is in-line

with the real image covers a larger area, and causes a significant distortion to Es (z0),

as is evidenced in fig. 5.3(a). To remove this twin image noise using eq. (3.27), a

mask P̂ was generated once the object spatial location had been determined from

the one step reconstruction of E(0)
s . The diameter of the mask was decided so that

the real image Es (z0) was well contained within P̂. After twin image removal, the
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Figure 5.3: (a) [ν = −7, τexp = 100 µs]: |E(0)
s | (mVcm−1) image before removing

the twin image noise, for an atomic sample with N ∼ 105. (b) Data from the same
hologram as (a) after 165 iterations of the removal algorithm |E(165)

s |, with the twin
image noise suppressed.

magnitude of the twin image was reduced to a value well below the background noise

level, see fig. 5.3(b).

The plots in fig. 5.4(a) display the convergence for two simulated phase objects

with Nf = 3.8 and 28, in both the double source and the in-line geometries. The

twin and DC image removal algorithm, see eq. (3.27), convergence with ϑ = 0.5 and

two different source power ratios (η = 0.17 and η = 16.7 respectively), for a real

atomic sample with Nf ≈ 3.8 are shown in fig. 5.4(b). The residual r, defined in

eq. (3.25), for the simulated data in the DSHM geometry with η = 0.16 decayed

with a characteristic constant N0 = 2.8 ≈ −1/ log (1− η)2, for both Nf = 3.8 and

Nf = 28. In contrast, the in-line case failed to converge within 103 iterations, even

for Nf = 3.8. The non-zero final residual after twin image removal in the DSHM

geometry for the simulated object was mainly due to boundary artefacts in the fast

Fourier transforms. The choice of ϑ = 0.5 resulted in the convergence speed for the

experimental data with η = 0.17 being twice slower than the simulated case, see

fig. 5.4, and with the increased stability, the oscillatory feature in the convergence was

suppressed. Similar to the off-axis geometry [122–124], DSHM with η > 1 achieved

almost full real and twin image spatial separation (r̃ ≈ 5× 10−5). A key difference

between DSHM and off-axis holography is that DSHM shares the advantage of

recording forward scattering at high NA with the in-line geometry (section 3.1). In

contrast to the simulated case where the expected Es (z0) was known, the residual r̃

was defined by the difference of E(n)
s and E(250)

s , with the latter being almost invariant

under further iteration.

If Er,1 alone probes the sample, imaging with η > 1 is not ideal for optimising

the SNR and sensitivity of imaging (see section 3.2.1). The increased Er,2 amplitude
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Figure 5.4: (a) Convergence of the twin image removal algorithm for a simulated
phase object. The residual r is plotted against iteration number n, for Nf = 3.8 and
Nf = 28 with squares and circles respectively in DSHM with η = 0.16, and with
inverted triangles and triangles respectively in the in-line geometry. (Below) The
one-step E(0)

s (top) and the converged E(50)
s (bottom) for Nf = 28 and η = 0.16 (scale

bar is 80µm). (b) Convergence of the twin and DC removal algorithm for DSHM
with different source power ratios η = 0.17 and η = 16.7, and with Nf = 3.8. (Below)
The one-step E(0)

s (left) and the converged E(50)
s (right) images for η = 16.7 (top) and

η = 0.17 (bottom) (scale bar is d = 387µm.).
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Figure 5.5: (a) Plot showing the decay of the residual r̃ as a function of the removal
algorithm iteration number n (Blue stars), alongside a fit of the data to an exponential
decay function (Red line). (b) [ν = −1.2, τexp = 80 µs]: Image of the scattered wave
electric field magnitude before of the atomic sample with N ≈ 270 before removal of
the twin image noise |E(0)

s |(mVcm−1) from a hologram recorded with the improved
NA DSHM. (c) |E(50)

s |(mVcm−1) extracted from the same hologram as (a) after 50
iterations of the twin image removal algorithm.

does not provide an increase to the SNR because the SNR is only dependant on

the number of photons scattered by the sample, see section 3.2.2. To optimally

use a cameras bit depth and to optimize the SNR, it is preferable to have the Er,2

amplitude just large enough to assist in the twin image removal using eq. (3.27) (e.g

η ∼ 0.1).

Twin image suppression in NA= 0.16 DSHM

To demonstrate the removal of the in-line twin image noise with the improved

numerical aperture DSHM, the residual r̃ is plotted against the twin image removal

algorithm iteration number n for an atomic sample probed with ν = −1.2 and

τexp = 80 µs (the residual r̃ is defined as the difference between E(n)
s and E(250)

s using

eq. (3.25)). The decay of r̃ using eq. (3.27) with ϑ = 0.5 and η ≈ 0.4 follows an

exponential form, see fig. 5.5(a). The non-zero value of the final residual r̃f was

caused by the background noise. Images are displayed before, fig. 5.5(a), and after,

fig. 5.5(b), the twin image removal illustrated in fig. 5.5(a) via eq. (3.27). Before

twin image removal the out-of-focus in-line twin image was visible in the background

above the noise level. After 50 iterations of eq. (3.27) the twin image disturbance was

suppressed below the background noise level, see fig. 5.5. Furthermore the magnitude

of the Es amplitude was increased post twin image removal, thus indicating that a

destructive interference effect from the twin on the real image had been lifted.
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Discussion

In removing the twin and DC noise, DSHM has simultaneously removed two of the

largest noise sources, thus overcomes two of the major obstacles to the application of

holography to imaging cold atoms. Before iteration, the image was heavily distorted

by the interference from the twin image term and copies of the out-of-focus twin

image were visible either side of the real image, see fig. 5.4. After iteration, the twin

image noise was no longer visible above the background noise, thus leaving only the

real image. Analysis of the noise penalty associated with the twin image removal (see

section 3.2.3) indicates that a negligible increase in the noise level is expected except

when both a/z0 � NA and η � 1. This situation is easy to avoid in DSHM when

compared to DIHM, since z0, a and η can be independently adjusted. In the results

presented here no noise increase from the iteration is noticeable in the background.

It is shown that the twin image removal speed in DSHM can be much faster

than in DIHM (see section 5.2). For an object with Nf � 1, where twin image

removal via eq. (3.24) in DIHM failed, DSHM still removed the twin image. Imaging

objects with large Nf allows DSHM to image spatially extended samples such as

those in time-of-flight experiments to determine atomic sample temperatures (see

appendix A). At high numerical aperture and with Nf � 1 where the twin image

noise is well below the noise level at the focal plane, DSHM may be unnecessary (see

chapter 3). Then if required, DSHM can easily be converted into DIHM by blocking

or removing the second point source, thus fully alleviating the need for iterative twin

image removal. Aside from twin image removal, the iterative method developed in

this work can also remove the DC noise term, which becomes significant for samples

with large optical thickness Es ∼ Er.

5.3 Shot-noise and diffraction limited imaging
In this section images of atomic samples with a known density modulation are

utilised to infer that imaging approaches the diffraction limit. To analyse the signal

to noise ratio of images produced with DSHM, the noise level in the reconstructions

are compared with the expected shot-noise level, and are compared to those from

numerically generated idealised holograms. An ideal hologram simply means a

numerically generated hologram where the reference field is exactly known, and

can be made completely free of laser speckle and/or photon shot-noise if desired.

Comparison of the retrievals SNR with the expected signal to shot-noise ratio reveals

that DSHM reaches the shot-noise limit for images with a dynamic range SNR . 30.
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Figure 5.6: Images showing the fractional absorption αf (%) and phase shift φ (mrad)
of density modulated atomic samples subjected to a 20 µm spatial period writing
lattice. (a) [ν = 1.9, τexp = 20 µs]: αf . (b) φ, extracted from the same hologram
as (a). (c) [ν = −7, τexp = 20 µs]: φ, the phase shift has the opposite sign to (b) as
expected.

By adding speckle noise sources with 4 % of the E1 source power to the idealised

holograms, it is shown that speckle noise becomes significant for SNR > 30, thus

preventing such reconstructions from reaching the shot-noise limit.

5.3.1 Diffraction limited imaging
Writing a structure with a known spatial period of 20 µm, for 40 µs before

and during the entire probe exposure time, to the atomic sample with the writing

lattice allows verification of the microscope resolution. The sample was probed for

a short exposure time τexp ∼ 10 µs so that the written structure was preserved

during imaging. In fig. 5.6(a) and fig. 5.6(c,d) αf and φ images (extracted using the

expressions developed in section 3.2.4 with knowledge of the reference field at the

atoms location Er (z0), as discussed in section 6.1.1.) of atomic samples subjected

to the writing lattice are displayed respectively. The 20 µm density modulation in

the atomic sample caused by the writing beams is clearly visible, thus indicating

a resolution near the diffraction limited resolution of 10.4 µm. And as expected,

fig. 5.6(c,d) display sgn (φ) = ±1 for sgn (ν) = ∓1, see fig. 2.4.

Improved imaging resolution

To holographically demonstrate a resolution approaching the diffraction limited

value with the modified NA = 0.16 DSHM, a density modulation with 10 µm spatial

period was written to the atomic sample using the writing beams. The fringe writing

direction has changed since the writing beams were moved to accommodate optics for

a dipole trap to be discussed later in section 7.2.4. Column density images (retrieved

using eq. (3.34) and knowledge of Er (z0), see section 6.1.1) of the density modulated

atomic samples are displayed in fig. 5.7. To preserve the structure in the image,
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Figure 5.7: Holographically extracted ρc images (1/µm2) of atomic samples subjected
to a 10 µm period density modulation. (a) [ν = 5.94, τexp = 60 µs]: ρc image. (b)
[ν = 4.34, τexp = 60 µs]: ρc image. (c) [ν = 2.37, τexp = 60 µs]: ρc image. (d)
[ν = −5.37, τexp = 60 µs]: ρc image.

the sample is probed with τexp = 60 µs. The compensation for lens and window

aberration in the lens system design (see appendix F) allowed the 10 µm fringes

to consistently resolvable at various differing probe detunings, thus indicating a

resolution approaching the diffraction limited value.

5.3.2 Characterising the shot-noise level

The minimum noise level expected for holographic imaging is the counting fluctu-

ation of the photon detector when detecting laser light, otherwise known as photon

shot-noise. As detailed in section 3.2.2, the shot-noise level at the image focal plane

can be approximated by eq. (3.22). To perform a more precise estimation of the

expected shot-noise level, the contributions from H, H0, bk1 and bk2 were considered

separately. Due to the high photon counts in the camera recording (Nmax ∼ 214 − 1),

the 8 count/pixel readout noise of the camera was negligible, and with η � 1 and

a/z0 � NA the noise increase due to iteration (ξ � 1) also contributed negligibly to

the noise level (see sections 3.2.2 and 3.2.3).

Measuring image signal and noise levels

Reconstructions can be characterised by comparing their (SNR) with the signal to

expected shot-noise ratio (SNR). When SNR→ SNR imaging is near the shot-noise

limit, whilst other noise sources such as speckle and poor subtraction via eq. (5.1)

dominate when the SNR is noticeably less than SNR.

For this work, the signal was defined as the mean value of |Es (z0) | above 60% of

its maximum. The noise level was measured in the immediate vicinity of the atomic

116



Chapter 5. Diffraction and shot-noise limited holography with cold atoms 117

image that can be excluded via multiplication with 1− P̂. The noise level is given by

δEs,meas (z0) =
√
〈|Es (z0) |2〉D, (5.2)

where D is the area of an annulus surrounding P̂ with a ring width equal to the

characteristic sample size a. A choice of a large ring width can lead to an inaccurate

measurement of the noise level, since the noise level at the atomic plane is not

expected to be uniform if Ar < Ap due to a focusing effect on the shot-noise field

under propagation (see section 3.2.3).

5.3.3 Reaching the shot-noise limit
To compare the experimental data with theoretical predictions, holograms of

simulated pure phase objects were recorded, each producing a different phase shift.

To simulate the presence of speckle noise, point source wavefronts were generated

from random locations with intensities approximately 4% that of the reference. These

wavefronts were ignored in the generation of the reference field for reconstruction.

For the simulated data it is easy to determine the number of photons scattered by

the sample Ns. Then, in fig. 5.8(a), the measured SNR (see section 5.3.2) is plotted

against the theoretical predication of the shot-noise limited signal to noise ratio,

see eq. (3.23). For the data simulated with no speckle noise, the reconstructions

were always shot-noise limited, as expected. Images reconstructed in the presence of

speckle noise approached the shot-noise limit for SNR . 30.

Ignoring speckle noise in the reference field results in multiple copies of Es, whose

focal locations are shifted by the corresponding distance between the r1,2 focal points

and the source of each speckle noise. This has the effect of decreasing the energy in

the true Es (z0), and adding the lost energy to the background. The out-of-focus faint

copies of Es are visible in fig. 5.8(a), as circular structures in the background above

the shot-noise level. The circular structures are displayed along with a characteristic

reconstruction for SNR < 30.

In fig. 5.8(b), the SNR is plotted against SNR for an unbiased collection of

reconstructions of |Es (z0) | from experimentally recorded holograms. The holograms

were recorded during or after cooling, with various values of τexp and ν, and intensities

such that optimal use was made of the cameras bit depth with minimal pixel

saturation. Similar to the simulated data, fig. 5.8(a), experimental reconstructions

frequently reached the shot-noise limit (SNR ≈ SNR) for SNR . 30, for both

imaging during and after cooling, see fig. 5.8(b). The SNR in fig. 5.8(b) corresponds
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118 5.3. Shot-noise and diffraction limited imaging

Figure 5.8: (a) SNR of the converged |E(n)
s | from a collection of simulated phase

objects versus
√
Ns/2, in the presence of shot-noise (blue crosses) and of both speckle

and shot-noise (green crosses). (below): The converged |En=50
s | for a strong (right,

SNR > 30) and weak (left, SNR < 30) phase object in the presence of the same
speckle noise. (b) SNR versus SNR for an unbiased collection of reconstructions with
the MOT on or off. (below): The converged |En=50

s | (mVcm−1) for a large (right,
SNR > 30) and a small (left, SNR < 30) atomic sample.
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to the theoretical prediction of the shot-noise limited signal to noise ratio
√
Ns/2 in

fig. 5.8(a). As with the simulated case, for SNR > 30, speckle noise is non negligible

and the SNR is less than SNR. The inset of fig. 5.8(b) displays the speckle noise

induced blurring of Es in the background, visible above the shot-noise level for a

representative reconstruction with SNR > 30. Though it is noted here that the effect

of speckle noise can be suppressed using a method detailed later in section 5.4.

Discussion

The results presented in this section are the first demonstration of shot-noise and

diffraction limited imaging of cold atoms with holographic microscopy. Shot-noise

limited imaging is needed for precision measurement and accurate determination

of atom number with cold atom clouds. However shot-noise limited imaging is not

always sufficient, as shot-noise limited imaging is relatively easy to achieve for a

camera with a low bit depth, since the low pixel count (e.g. Nmax = 28 − 1) means

shot-noise can easily dominate other noise sources such as speckle. Imaging cold

atoms with precision requires a camera with larger bit depth such as the one used

in this work (Nmax = 214 − 1). Under such conditions shot-noise limited imaging

(with Np ∼ Nmax) becomes more difficult, since the shot-noise scales with 1/
√
Nmax

it is smaller relative to Nmax and other noise sources such as speckle must be

further reduced below this level. Furthermore, the unwanted scattering from cooling

beams makes it more challenging to achieve shot-noise limited imaging while cooling.

Remarkably, in this work shot-noise limited imaging was demonstrated for weak

samples with a range of probe detunings, and there was no noticeable effect on the

quality of images reconstructed when there was additional scattering from the MOT

beams into the camera if imaging while cooling. In addition to careful placement of

the camera to minimise unwanted cooling beam scatter, the subtraction optimisation

procedure (section 5.1.2) developed in this work was critical for suppressing noise.

Numerical hologram generation

To compare experimental reconstruction in the presence of noise sources such as

ambient and speckle noise, holograms were generated numerically. Noise sources

such as speckle and/or shot-noise were simulated and added to the holograms. Twin

image removal and the retrieved SNR of reconstructions in the presence of these

noise sources was simulated and compared to experimental values.

The first step in the numerical generation of a hologram was to generate the effect

of an object on a probing point source reference field at the object plane, and then
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120 5.3. Shot-noise and diffraction limited imaging

Figure 5.9: (a) Absolute value of the scattered wave electric field at the object plane
|Es (z0) | (arb). (b) |Es (L) | after propagation of (a) to the detection plane (arb).
(c) The numerically generated hologram H = |Er (L) + Es (L) |2, with simulated
shot-noise added to each pixel (arb). (d) The hologram after subtraction of the
reference intensity H −H0 (arb).

to generate the resultant scattered wavefront at the camera plane Es (L). It was

assumed that the object was only probed by one of the two point sources (Er,1), and

the other (Er,2) passed around the object without interacting with it. Since it was

a requirement that the object be generated on a grid with finer pixel size than the

hologram itself, as the microscope resolution was not limited by the pixel size of the

camera (see section 3.1.2), the process for constructing Es (L) was carried out on

a grid with pixel size xpix < λ/2NA. After extraction of Es (L), it was resized to

the desired hologram dimension and pixel size (e.g. to match the dimensions of a

camera).

To mimic the expected position distribution of the atomic sample, the phase shift

or optical depth was generated with a 2D Gaussian profile in the object plane,

G = A exp

(
−(x− x0)2

2σ2
x

− (y − y0)2

2σ2
y

)
, (5.3)

where (x0, y0) is the object centre (x, y) coordinate, A is an amplitude factor that for

object generation was fixed to be A = 1, and σx and σy are the object width along

the x and y dimensions respectively. The phase shift and optical depth produced

by an object, which at its centre has has a peak phase shift and optical depth

of φmax and ODmax respectively, are given respectively by φ (x, y) = φmaxG and

OD (x, y) = ODmaxG. The size, aspect ratio, OD and φ produced by the simulated

object was controlled by tuning the σx, σy, ODmax and φmax parameters.

With the spatial distribution of the phase shift and optical depth at the object

plane z = z0 known, generation of Es (z0) using eq. (2.43), requires knowledge of
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Er,1 (z0). In the point source geometry Er,1 (z0) is simply given by eq. (3.1) with

|R| =
(
(x+ x1)2 + (y + y1)2 + z2

0

)1/2
, where r1 = (x1, y1, 0) is the spatial coordinate

of the Er,1 point source. The object plane scattered wavefront is displayed in

fig. 5.9(a). With Es (z0) known, it can be propagated to the camera plane z = L

using Û (z0 − L) as in eq. (3.6), thus Es (L) = Û (z0 − L) Es (z0), see fig. 5.9(b).

Generation of the double point source reference field Er = Er,1+Er,2 at the camera

plane was achieved with eq. (3.1). Replacing z0 with L in the above expression

for R for generation of Er,1 and replacing r1 with r2, for generation of Er,2, the

hologram was created using the element-wise multiplication H = |Er (L) + Es (L) |2,

see fig. 5.9(c), and the background was generated as H0 = |Er (L) |2. To simulate

the effect of a real camera, H and H0 was resized to the desired hologram dimension

(e.g. a hologram generated with pixel size xpix = 3.225 µm can be resized to the

real camera size xpix = 6.45 µm by averaging 4 neighbouring pixels into one.). The

background reference intensity was subtracted away, thus revealing the interference

fringes caused by the presence of Es, see fig. 5.9(d).

Shot-noise was numerically generated for H and H0 by adding a random number

to each pixel that followed the Poisson distribution with centre given by each pixel

value. Speckle noise was added to H and H0 by generating multiple additional point

sources with random positions. These point sources were not included into the Er

used for reconstructing Es (z0) from H, thus mimicking the effect of real speckle

noise.

5.4 Speckle noise suppression
The results presented in section 5.3.3 show that the consequence of ignoring

speckle noise in the estimation of Er for reconstruction results in a degradation of

the dynamic range for shot-noise limited detection. To suppress the effect of speckle

noise in the reconstruction of Es, its effect must be included into the estimation of

the reference field Er. To achieve this, the reference intensity H0 can itself be used

as a hologram for speckle noise. The speckle field free estimation of the reference

field is discussed thoroughly in section 6.1.1. In the following an iterative method of

adding the speckle field to the initial Er estimation is presented.

5.4.1 Algorithm
Using the estimation of the reference field E(0)

r,a = Er (a1,opt, a2,opt, φr,opt) (see

section 6.1.1), a reference intensity H
(n)
0,ref = |E(n)

r,a |2 was generated for H0. Upon

subtraction Hsub = H0−H(0)
0,ref , the double source interference fringes in the hologram
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122 5.4. Speckle noise suppression

are removed as H
(0)
0,ref was generated from the estimation of the two point source

wavefronts. The subtracted hologram H
(0)
sub then only contained the circular interfer-

ence fringes from the point-like sources of the speckle noise. The wavefronts from all

of the speckle sources were estimated by E
(0)
sub = H0

sub/E
(0)∗
r,a . However, the estimation

Esub contained both the real and twin images of the speckle sources, which needed

to be distinguished from each other.

To locate a source of speckle noise, Esub was propagated via ÛEsub to a range

of values of z. Due to the point like nature of the speckle sources, at the focal

plane of a particular speckle source, its intensity was maximized, thus making

its coordinate r
(n)
s =

(
x

(n)
s , y

(n)
s , z

(n)
s

)
easy to identify. Recording the coordinates

of a total of nspot scattering sources, masks P̂(n) were generated to isolate each

source at its focal plane. Knowledge of each source coordinate r
(n)
s allowed a one

step propagation to the focal plane via Û
(n)
s E

(n)
sub, where Û

±(n)
s = Û

(
±
(
L− z(n)

s

))
.

The speckle source wavefront was isolated and propagated back to the camera

plane with the Û
−1(n)
s P̂(n)Û

(n)
s E

(n)
sub operation (see algorithm 1, step 9), where it

was added to the estimation of the reference field E(n)
r,a . Similar to the extraction

of Er (a1,opt, a2,opt, φr,opt) in section 6.1.1, inclusion of the speckle field could be

optimised by minimising the difference |H0− |E(n)
r,a |2| with two amplitude parameters

for the speckle field and E(0)
r,a respectively and a phase parameter for the speckle field.

To identify whether or not the extracted speckle wavefront was a real image

and not a random fluctuation in E
(n)
sub, an updated estimation E

(n)
r,b =

√
H0e

i arg
(
E

(n)
r,a

)
(with knowledge of the amplitude from H0) was used to reconstruct an image of

the atomic sample using H and eqs. (3.3) and (3.6) (see algorithm 1, steps 10 and

11). As ignorance of speckle noise distorts the atomic wavefront (Es) and adds

noise to the background, inclusion of a real speckle noise wavefront into E
(n)
r,b was

expected to reduce the background noise level δE(n)
s,meas (see algorithm 1, step 12).

Inclusion of a twin image of a speckle source should not reduce the background noise

level. With this condition in mind, a decision was made to include the extracted

speckle wavefront (see algorithm 1, step 13). If the extracted speckle wavefront

caused an increase to the background noise level, an attempt was made instead

to add its complex conjugate to the reference field using the conjugation operator

ĈE = E∗Er/E
∗
r (see algorithm 1, steps 14 to 20). If both attempts failed to reduce

the background noise level, the source of speckle was regarded as a random noise

fluctuation and was ignored it in the estimation of the reference field and it was
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Algorithm 1 Speckle field addition to Er

Require: r
(n)
s =

(
x

(n)
s , y

(n)
s , z

(n)
s

)
, an array of nspots speckle coordinates.

E
(0)
r,a = Er (a1,opt, a2,opt, φr,opt), Reference estimation (section 6.1.1)

Û
(n)
s = Û

(
L− z(n)

s

)
, Propagation operator.

1: n = 0
2: H0,ref = |E(n)

r,a |2

3: E
(n)
sub = (H0 −H0,ref) /E

(n)∗
r,a

4: E
(n)
r,b =

√
H0e

i arg
(
E

(n)
r,a

)
5: E

(n)
s = Û0

(
(H −H0) /E

(n)∗
r,b

)
6: δE

(n)
s,meas =

√〈
|E(n)

s |2
〉
D

determine the background noise level, see eq. (5.2).

7: n = n+ 1
8: while n ≤ nspots do

9: E
(n)
r,a = E

(n−1)
r,a + Û

−(n)
s P̂(n)Û

(n)
s E

(n)
sub

10: E
(n)
r,b =

√
H0e

i arg
(
E

(n)
r,a

)
11: E

(n)
s = Û0

(
(H −H0) /E

(n)∗
r,b

)
12: δE

(n)
s,meas =

√〈
|E(n)

s |2
〉
D

13: if δE
(n)
s,meas ≤ δE(n−1)

s,meas then
14: else
15: E

(n)
r,a = E

(n−1)
r,a + ĈÛ

−(n)
s P̂(n)Û

(n)
s E

(n)
sub

16: E
(n)
r,b =

√
H0e

i arg
(
E

(n)
r,a

)
17: E

(n)
s = Û0

(
(H −H0) /E

(n)∗
r,b

)
18: δE

(n)
s,meas =

√〈
|E(n)

s |2
〉
D

19: if δE
(n)
s,meas ≤ δE(n−1)

s,meas then
20: else
21: E

(n)
r,a = E

(n−1)
r,a

22: end if
23: end if
24: E

(n+1)
sub = Û

−(n)
s

(
Û

(n)
s E

(n)
sub − P̂(n)Û

(n)
s E

(n)
sub

)
25: n = n+ 1

26: end while

27: Er,final =
√
H0e

i arg

(
E

(nspots)
r,a

)
28: return Er,final
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Figure 5.10: A collection of ρc (µm−2) and αf (%) images with [ν = 0, τexp = 100 µs],
reconstructed from the same hologram with varying numbers of speckle sources
included into the estimated Er. (a) ρc image with no speckle sources included in the
reference field estimation. (b) Same as (a) but scale changed to display the noise.
(c) Same as (b) but showing αf .
D) αf with 5 speckle sources. (e) αf with 20 speckle sources. (f) αf with 22 speckle
sources. (g) αf with 30 speckle sources. (h) Same as (g) but displaying ρc.

removed from Esub (see algorithm 1 steps 21 to 24). This process is summarised in

algorithm 1, where its output Er,final was then used for reconstruction of Es.

5.4.2 Improved dynamic range

In fig. 5.10, images are displayed showing a reconstruction with no inclusion of

speckle noise sources along side reconstructions from the same hologram with the

addition of differing numbers of speckle sources into the reference field. Although the

initial reconstruction has SNR ≈ 35.7, the noise level is 1.36δEs,exp (see section 5.3.2),

because of the spreading of Es due to the speckle noise, an effect visible in the

background of fig. 5.10(b). When observing a fractional absorption (αf) or phase

shift (φ) image, the speckle induced spreading of Es manifests its self as a ring

structure, see fig. 5.10(c-g), because of the interference of the speckle noise with the

spherical reference field. As the noise is easier to visualise in αf images when compared

with ρc images, fig. 5.10(b), because of the ring structure, αf images are used to

illustrate the effect of including speckle sources into the reference field. The noise

level, initially δEs,meas = 1.36δEs,exp is shown to decrease to δEs,meas = 1.22δEs,exp,

δEs,meas = 1.19δEs,exp, δEs,meas = 1.172δEs,exp and δEs,meas = 1.168δEs,exp with the
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inclusion of 5, 20, 22 and 30 sources of speckle noise respectively. The SNR of these

reconstructions changes from SNR= 35.7 to SNR= 39.6, SNR= 40.6, SNR= 40.9 and

SNR= 40.7. Here speckle sources were addressed in ascending order of intensity, thus

addition of the first sources, see fig. 5.10(c-d), had a larger effect on the background

noise level than those added later, see fig. 5.10(f-g). After the addition of 30 speckle

sources, the speckle noise was hardly visible in the ρc image, fig. 5.10(h).

Whilst δEs,meas monotonically decreased with addition of speckle sources, the

measured SNR did not, see fig. 5.10. The addition of speckle removes noise from

the background. The energy from the removed noise is instead converted into the

atomic wavefront Es. As the addition of the field is not necessarily constructive, it

can result in a decrease in the measured signal, as observed in the SNR changing

from SNR = 40.9 to SNR = 40.7 between the addition of 22 and 30 speckle sources

respectively.

Discussion

This development reduces what is the largest difficulty associated with using

holography for imaging cold atoms after that of the twin and DC image problems.

The reduction in the speckle noise for optically thick atomic samples comes at

the expense of an increase in reconstruction time compared to that of twin image

removal via eq. (3.27). Numerous additional 2D fast Fourier transforms are required

during the propagation to locate speckle sources and include them into the reference

field. Reconstruction with the inclusion of ∼ 10 speckle sources was completed on

a time scale of ∼ 1 hour. The reconstruction speed can be improved by processing

reconstructions using a GPU. For a single Û0 propagation operation (see section 3.2)

on a wavefront (E) divided onto 5200 × 5200 pixels, a factor of 2.6 decrease in

processing time from 3.5 s to 1.35 s was observed when comparing CPU (Intel

Xenon CPU, E5-2603 0 @ 1.8GHz, 2 processors) to GPU (NVIDIA Tesla C2705)

reconstructions respectively. The speckle suppression developed in this work involves

reconstruction of the full complex speckle field, thus it should be more accurate

and robust when applied to holographic recordings when compared to the speckle

suppression technique developed for absorption imaging [186].

Speckle noise is expected to display a larger degradation of image quality for a

spatially confined and optically dense sample such as a BEC, since the increased

diffraction from such objects makes the strong Es fill the entire camera and it can

be distorted by more speckle fringes. The development of a method of reducing the

speckle noise (see section 5.4), by inclusion of the wavefronts from speckle sources
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into the estimation of Er is particularly helpful for shot-noise limited imaging of

small and optically dense atomic samples such as a BEC.

5.5 Conclusions
By removing the twin and DC image noise, DSHM with iterative twin image

removal simultaneously eliminates two of the major obstacles to the application of

in-line holography for imaging cold atoms. No noise penalty caused the iteration

was observable in the reconstructed images, since as is shown in section 3.2.3 it is

expected to be negligible except when both a/z0 � NA and η � 1. The removal

convergence speed in DSHM is faster than that in DIHM, and DSHM can reconstruct

extended objects with Nf � 1 where DIHM fails.

A pre-requisite for a precise imaging technique for cold atoms is that it displays

shot-noise limited sensitivity coupled with diffraction limited resolution. This work

is the first realisation of shot-noise limited in-line holographic microscopy for cold

atoms. This is an impressive result considering that a 14-bit CCD with Np ∼
Nmax = 214 − 1 is used with the shot-noise level less than 1 %. In addition to the

optimised subtraction of background noise, reaching the shot-noise limit was aided

by experimental procedures including tilting the probe and CCD with respect to

vacuum window to minimise stray reflections (see section 4.4.1) and recording images

of the ambient light background for optimal subtraction (see section 5.1.2).

In developing a speckle removal algorithm another major obstacle to in-line

holographic microscopy for cold atoms is lifted. In this work with the atoms located

in a glass cell with no anti-reflection coating, the dynamic range for shot-noise

limited detection was limited to SNR ≈ 35, see figs. 5.8 and 5.10, without speckle

noise suppression. With use of the speckle noise suppression, the dynamic range for

detection was enhanced to SNR ≈ 41, see fig. 5.10, and the reconstruction quality

was comparable to standard focal plane coherent imaging (see section 2.3.2).

The results presented in this chapter could provide the key to opening the door to

applying in-line holography to cold atoms, since the major obstacles to its application

have been addressed. The major downfall is limited to a modest increase in image

reconstruction time, that arises as a result of alleviating the twin, DC and speckle

noise problems to reach the shot-noise limit. It is pointed out that the reconstruction

time can be improved with more efficient GPU coding.

With a method of determining the reference wavefront at the object plane Er (z0),

as is shown in chapter 6, DSHM can be implemented for precise quantitative measure-

126



Chapter 5. Diffraction and shot-noise limited holography with cold atoms 127

ments of cold atoms optical properties. Since the microscope records the point source

interference with the out-of-focus diffraction of Es, the intensity at the recording

plane is less than at the object plane. This means that a larger intensity is permitted

at the detector, thus more scattering can be collected from the sample for more

precise phase shift and absorption retrieval when compared to phase-contrast and

absorption imaging, as is shown in chapter 6.
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Chapter 6

Precision phase and absorption

imaging with holography

Analysis of the resolution and noise in DSHM reconstructions, as in chapter 5, can

be conducted entirely with the extracted coherent scattering from the atoms Es. To

connect Es with the optical properties of the sample, the probe light is typically

assumed to have a uniform intensity so that a dark field image (|Es|2) can provide

spatial information on the atomic density distribution. Alternatively, if the probing

wavefront is a uniform plane wave, then the phase of the transmitted wavefront,

arg (1 + Es/Es) [26, 109,114], can be plotted which is equal to the probe light phase

shift. The latter technique is common place in biological imaging [26–28,187]. To the

authors knowledge, a method of simultaneously retrieving the probe attenuation and

phase shift with the more complex spherical wave illumination is yet to be developed.

Such a technique is essential for quantitative analysis in cold atom experiments, see

eqs. (6.1) and (6.2).

Precision measurements of φ and OD rely on precise knowledge of Er (z0) at the

location of the atoms. In this chapter, a method to estimate Er (z0) is discussed, which

is consistent with the Er (L) estimation to holographically retrieve the complex Es.

Using the estimate of the image plane reference field, precise φ and OD measurements

with cold atom samples using a near-resonant probe are made. In particular, the

detuning dependence of φ and OD was measured across an atomic resonance, both

in absence and in presence of the dressing MOT lasers. The agreement between the

measured detuning dependence of φ and OD confirmed the validity of the proposed

retrieval.
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Shot-noise limited φ and OD sensitivities of δφ = (1.8± 0.17) mrad and δαf =

(0.36± 0.034) % were consistently demonstrated. Such sensitivity levels are beyond

the shot-noise limited values in absorption or phase-contrast imaging by a factor

of 8 in this particular experiment, provided that an identical camera is used with

magnification of one. This is due to an important, but somewhat overlooked advantage

in holographic microscopy. The point-source geometry permits optimal collection

of the high spatial frequency interference using the entire CCD chip, thus allowing

sensitive phase shift and absorption measurements. The idea relies on the spherical

wave illumination geometry, where the probe light intensity at the camera plane can

be far less than at the atoms location. The reduction in probe intensity from the

atom to camera planes means that for a given probe intensity at the atoms location,

a much longer exposure time is permitted for the camera before pixel saturation.

Similarly if s � 1, for a given exposure time the probe intensity can be greatly

increased to improve the collection coherent scattered photons from the sample.

Such long exposure times result in enhanced phase shift and absorption sensitivities

when compared with in-focus coherent imaging methods such as absorption or phase-

contrast imaging, see section 2.3.2. Here this holographic enhancement is quantified

with a numerical factor κ = |Er (z0) /Er (L) |2. The implication of the holographic

enhancement of sensitivity for precise imaging of cold atoms with off-resonant light

is discussed.

6.1 From holography to phase shift/absorption

imaging
In a typical point source in-line holographic microscope [26–28], extraction of an

approximate Es at the camera plane is easy, since a basic estimation of Er (L) as a

spherical wave with an amplitude given by
√
H0 is sufficient to observe an image.

As was demonstrated in chapter 5, the dual source reference field in DSHM aids in

the removal of the twin image noise. However, precision extraction of Es in DSHM

requires more careful estimation of the reference field, since the double source field

is more complex. In section 6.1.1, this issue is addressed with the development of

a procedure for estimation of Er (L), which is then used to estimate Es (L) using

eq. (3.15). The developed method of including an additional source is similar to

the speckle noise addition algorithm discussed in section 5.4, which was utilised to

increase the dynamic range of holographic detection. By comparing the double point

source interference pattern with the pre-measured source separation, an accurate
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calibration of the source camera separation L was made for accurate estimation of

the reference field. To reduce the increase in reconstruction computation time, a

GPU is utilised.

Knowledge of the reference field at the atomic location is necessary for extraction

of probes phase shift and absorption due to interaction with the sample. In the

more complex spherical wave geometry, it is not sufficient to assume a uniform plane

wave for the reference field. To maintain consistency in the estimations of Es (z0)

and Er (z0), the estimate of Er (L) that was used to extract Es (L) was propagated

to the sample plane as was done to determine Es (z0), thus giving an estimate of

Er (z0). With an estimation of Er (z0) and Es (z0), it is easy to extract the probe

phase shift and attenuation. Finally, it is mathematically shown that the phase shift

and absorption sensitivities in DSHM display holographic enhancement over coherent

focal plane imaging thanks to the microscope geometry.

6.1.1 Estimating the reference field at the camera and image

planes

The first process in the reconstruction of Es from H is to use information about

the microscope geometry and the location of the Er,1 point source location to generate

an estimate of the total reference field Er. Once Er is known, an estimate of Es is

extracted using eq. (3.15), and it can be propagated to the focal plane using the

propagation operator Û0 (see section 3.1.2). To aid in estimation of the full Er, the

E2 and E1 sources were removed to record the H1 = |E1|2 and H2 = |E2|2 intensity

patterns respectively (see section 5.1.1). This technique was also employed to extract

the images presented in chapter 5, but detailed discussion is deferred to this chapter.

To estimate Er, only the phase of the reference φref = arg (Er) needed to be

estimated, since its amplitude is already given by |Er| =
√
H0, the estimation was

Er =
√
H0e

iφref . It was assumed that the Er,j (j = 1, 2) wavefronts at the camera

plane originate from point sources located at rj, and were well approximated by

spherical waves Er,j ∝
√
Hje

ik|R−rj |, with R = (x, y, L). Prior to installation of the

microscope, the two point sources were measured to have the same z coordinate. For

this discussion it is assumed that the corresponding ambient light had been directly

subtracted away from each recorded image (H0 = H0 − bk2, H1 = H1 − bk1 and

H2 = H2 − bk2) without optimisation of its subtraction.

To extract Er,1, the H1 intensity profile was centred to the camera, so that it

could be fitted with a 2D Gaussian function H1,f with x0 = y0 = 0. With prior

131



132 6.1. From holography to phase shift/absorption imaging

knowledge of the microscope geometry, an estimate of L was used to generate an

estimate of Er,1.

Propagation of E = H0/E
∗
r,1 to the point source focal plane (z = 0) using Û (L) E,

revealed an image of three points in a line sequentially separated by |r2 − r1| = d (a

value of d = (387± 2.6) µm, was measured with a CCD camera with xpix = 5.2 µm

before installation for the NA= 0.07 microscope (see section 4.4.2). For the higher

NA= 0.16 microscope (see section 4.4.3) d = (229± 2.6) µm was measured.). The

centre point source corresponds to the r1 position, and the other two correspond to

the r2 location, and the location of the focal point of the twin image E∗r,2 at −r2.

With prior knowledge of the orientation of Er,1 and Er,2 with respect to the camera,

it was easy to identify which was the real image Er,2. The measurement of d in this

reconstruction was calibrated to the pre-measured value by proper choice of L in

Er,1.

With the acquired knowledge of L and d providing an estimate of the relative phase

φr between Er,1 and Er,2, and the 2D fit of the H2 intensity H2,f , the total reference

field was estimated as Er (a1, a2, φr) = a1

√
H1,fe

ik|R−r1| + a2

√
H2,fe

ik|R−r2|+iφr . To

optimise the estimation, |H0 − |Er (a1, a2, φr) |2| was minimised to give the improved

reference field Er (a1,opt, a2,opt, φr,opt). To create the optimum reference field, the

phase estimation was extracted as φ1,2 = arg (Er (a1,opt, a2,opt, φr,opt)) and was used

in the final estimation that was used for image reconstruction Er (L) =
√
H0eiφref ≈

√
H0eiφ1,2 .

For extraction of the probe phase shift φ and fractional absorption αf using

eqs. (3.32) and (3.33), with the assumption that the atoms are only probed by the

Er,1 field, the probing field at the focal plane Er,1 (z0) was extracted by propagating

the estimation of Er,1 (L) to the focal plane via Er,1 (z0) = Û0Er,1 (L). To avoid FFT

boundary artefacts, the fitted Er,1 (L) ≈
√
H1,fe

ik|R−r1| was generated on a larger

grid, thus it was well contained within. Then after numerical propagation of Er,1 (L)

to the atom focal plane, it was resized to match the dimension of Es (z0). In the

results presented in this chapter, the estimation of Er,1 does not include the effect

of speckle noise. To include the speckle noise into Er,1 (z0), the speckles generated

between the atoms and the camera need to be isolated and included into the reference

field estimation. Such a demonstration is not presented in this work, and is left as a

topic for future study.
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6.1.2 Holographically enhanced sensitivity

For further comparison of DSHM with in-focus coherent imaging methods such as

absorption and phase-contrast imaging, it is instructive to analyse the sensitivity to

optical depth and phase shift. A key difference between holographic microscopy and

the in-focus techniques (see section 2.3.2) is that holograms can be recorded far from

the image focal plane L� z0, where the probe intensity can be significantly weaker

which has important consequences for the sensitivity.

Extracting the optical depth and phase shift requires knowledge of the reference

field Er (z0), as presented in section 6.1.1. As shown in section 3.2.4, but repeated

here for convenience, using this estimation of Er the sample plane optical depth and

phase shift are respectively

OD = 2Re

[
ln

(
1 +

Es

Er

)]
, (6.1)

φ = Im

[
ln

(
1 +

Es

Er

)]
. (6.2)

However, here the fractional absorption αf = |1 + Es/Er|2 − 1 ≈ −OD is used

to represent the OD for samples with OD � 1. Then the absorption sensitivity

δαf ≈ δOD.

To derive the shot-noise limited sensitivities, for simplicity DSHM with η � 1 is

considered such that
√

1− ξ2 ≈ 1 and there is negligible noise increase from twin

image removal (see section 3.2.3). Standard cameras have a maximum pixel count

Nmax, at which point pixels become saturated and information is lost from the image.

To avoid this, a condition |Er (L) |2ApQτexp/~ω ≤ Nmax, is imposed on the intensity

of the probe beam, which simply means that the number of photons detected by a

pixel from the probe cannot exceed the bit depth of the camera. Using this condition

and eq. (3.23), it is easy to show that

SNR ≤

√
|Es (z0) |2NmaxAr

2|Er (L) |2Ap
. (6.3)

With the probe intensity at the camera plane (z = L) differing from that at z = z0

by |Er (L) |2 = κ|Er (z0) |2, and considering the limit where SNR= 1, it can be

shown that |Es (z0) /Er (z0) | >
√

2κAp/NmaxAr. Then, considering that holographic

techniques are sensitive to the full phase shift and half of the optical depth, see
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eq. (2.43), the following expressions can be derived

δφ =

√
2κAp
NmaxAr

, (6.4)

δOD =

√
8κAp
NmaxAr

, (6.5)

for the phase shift and optical depth sensitivities respectively. In comparison with

phase-contrast and absorption imaging with a magnification of one, effectively κ = 1

and the sensitivities differ by a factor of
√

4κ. In double point source holography

with L� z0, the intensity at the camera plane can be much smaller than that at

the image focal plane, thus κ � 1 and the sensitivity in holography can be much

smaller than that of both absorption and phase-contrast imaging. This holographic

enhancement of the imaging sensitivity could be exploited for precision detection of

weakly phase shifting/absorbing samples such as single atoms.

6.2 Measuring phase shift and absorption
In this section, shot-noise limited retrievals of φ and αf with holographically

enhanced sensitivity beyond the sensitivity of regular imaging techniques are demon-

strated. By taking advantage of the extracted wavefront at the image focal plane,

phase shift and fractional absorption images was obtained. Reconstructed φ and αf

images are presented from both the NA = 0.07 and NA = 0.16 versions of DSHM.

It is demonstrated that thanks to the factor of
√

4κ holographic enhancement, the

absorption and phase shift reconstructions in DSHM display a sensitivity greater

than those expected in absorption and phase-contrast imaging by a factor of 8

with NA = 0.16 DSHM. Imaging with the MOT beams on and off, the light shift

experienced by the atoms when cooling is inferred (see section 6.3). Furthermore,

by varying the probe detuning across the atomic resonance frequency, the detuning

dependence of the phase shift and absorption during and after cooling is measured.

6.2.1 Shot-noise limited absorption and phase shift images

of cold atoms
To demonstrate holographic enhancement of the imaging sensitivity, characteristic

fractional absorption αf (%) and phase shift φ (mrad) images (for SNR . 30),

extracted using the estimation of Er,1 (z0) (see section 6.1.1) and eqs. (3.32) and (3.33),

are displayed in fig. 6.1. With shot-noise limited double point source holographic

microscopy, the RMS background noise level was consistently δφ = (1.8± 0.17) mrad
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Chapter 6. Precision phase and absorption imaging with holography 135

Figure 6.1: Characteristic absorption (αf , displayed in %) and phase shift (φ, mrad)
images recorded with NA = 0.07 DSHM. (a) [ν = −7, τexp = 800 µs]: φ. (b) [ν = 0,
τexp = 800 µs]: αf . (c) [ν = −7, τexp = 400 µs]: φ. (d) [ν = 0, τexp = 800 µs]: αf . (e)
[ν = 29, τexp = 800 µs]: φ. (f) [ν = −7, τexp = 800 µs]: φ. (g) [ν = 29, τexp = 100 µs]:
φ. (h) [ν = −7, τexp = 400 µs]: φ, during cooling.

and δαf = (0.36± 0.034) %. Such sensitivity levels were achieved with various values

of exposure time τexp and detuning ν, and even when imaging while cooling, see

fig. 6.1(h). As expected from fig. 2.4, for sgn (ν) = ±1 → sgn (φ) = ∓1 and

sgn (αf ) = −1, see fig. 6.1. The ability to image reliably at negative detuning,

see fig. 6.1(a,c,f,h), overcomes previous difficulties with DCI (section 2.3.3). The

absorption and phase shift sensitivities in holographic imaging differ from those in

standard imaging by
√

4κ. With κ ≈ 0.01 here, the expected sensitivities in standard

phase-contrast and absorption imaging with similar mean camera counts Np, an

identical camera with magnification of one, and without frame binning or pixel

saturation, are δαf ≈ 2 % and δφ ≈ 10 mrad. In recording these images with DSHM,

see fig. 6.1, Np < Nmax, the first reason was to avoid pixel saturation, the second

was that a non-zero value of η resulted in an intensity modulation at the camera.

Incredibly the sensitivities achieved in DSHM with Np < Nmax are better than those

expected in absorption or phase-contrast imaging with Np = Nmax (δαf = 1.4 % and

δφ = 7 mrad respectively.).

To achieve shot-noise limited imaging with the improved NA = 0.16 DSHM, a

1 mm diameter aperture was placed around the image of the point sources, thus

minimising ambient light and stray reflections between the camera surface and
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the lenses. This combined with the optimised subtraction procedure discussed in

section 5.1.2 allowed imaging to consistently approach the shot-noise limit, provided

there was no interference fringe shift between recording of H and H0.

To demonstrate sensitivity approaching the shot-noise limited value with the

modified DSHM, shot-noise limited αf and φ images with τexp = 500 µs are displayed

in fig. 6.2. The absence of a ring structure as observed in the αf images displayed in

fig. 5.10, indicated that the effect of speckle noise was below the shot-noise level.

To demonstrate imaging where there was positive φ and a detectable αf , αf and φ

images of a sample probed with ν = −1.45 are displayed In fig. 6.2(a,b) respectively.

A similar scenario but with negative φ is shown for a sample probed with ν = 1.26

is displayed in fig. 6.2(c,d). As expected, the sign of the αf signal did not change

between image fig. 6.2(a) and image fig. 6.2(c), while the sign of the corresponding

(fig. 6.2(b) and fig. 6.2(d)) φ images did.

To show imaging with large detuning at either side of the atomic resonance, φ

images from a sample of N ∼ 103 atoms are displayed in fig. 6.2(e,j) with ν = −6.93

and ν = 7.75 respectively. A situation where the αf signal was below the noise level

whilst the φ signal was detectable is demonstrated in fig. 6.2(f,g) respectively. In

fig. 6.2(h,i), the reverse is displayed by probing the atomic sample with ν = 0, thus

the αf is detectable whilst φ is not. Shot-noise limited absorption and phase shift

sensitivities of δαf = (3.6± 0.026) % and δφ = (1.8± 0.13) mrad were consistently

demonstrated, see fig. 6.2(a,c,f,h) and fig. 6.2(b,d,e,g,i) respectively.

Discussion

With knowledge of the reference field Er, it is easy to extract the sample phase

shift φ and fractional absorption αf using the expressions derived in sections 3.2.4

and 6.2.1. Measuring the RMS background noise level in αf and φ images using

eq. (5.2) gave an estimation of the sensitivity of the reconstructed images.

With the NA= 0.07 version of DSHM and with SNR. 30, αf and φ im-

ages were consistently reconstructed with shot-noise limited sensitivities of δαf =

(3.6± 0.034) % and δφ = (1.8± 0.17) mrad respectively. Despite absorption and

phase-contrast imaging possessing a factor of two improvement in signal, thanks

to holographic enhancement DSHM can easily outperform both of the techniques

in terms of sensitivity. The improved sensitivity displayed by DSHM makes it an

alternative for detection of single atoms when compared to single atom absorption [86]

and other phase sensitive [55] techniques.
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138 6.3. Detuning-dependent phase shift and absorption of a magneto-optical trap

Using the upgraded NA = 0.16 DSHM assembly, similar sensitivities of δαf =

(3.6± 0.026) % and δφ = (1.8± 0.13) mrad were observed (the uncertainties are

the standard error of the noise levels of the images presented in figs. 6.1 and 6.2).

There are two reasons why a lower sensitivity was not observed at NA = 0.16. The

first was that the choice of η = 0.4 resulted in a higher modulation contrast, thus

reducing the mean number of counts Np at the detector. The second was caused by

the mean number of counts being further reduced at high NA because of an increased

intensity inhomogeneity, with the intensity centred to the CCD, a larger intensity

was detected near the centre than at the edge. The combination of the two effects

reduced Np from near the maximum pixel count of Nmax = 214 − 1 to Np ≈ 2000,

thus reducing the sensitivity as shown in eq. (6.5). With poor choice of η, such as

demonstrated here, the holographic enhancement with κ ≈ 0.002 at NA = 0.16 can

be partly cancelled out by a reduction in Np, though this can easily be avoided by

choosing η � 1 in future experiments.

6.3 Detuning-dependent phase shift and

absorption of a magneto-optical trap
To experimentally confirm the method of phase shift and absorption extraction,

and to demonstrate its accuracy and convenience, it would be convenient to have

an object with tunable complex refractive index. Cold atoms are an ideal object

to achieve this, thanks to the detuning dependence of the refractive index. In the

following, advantage was taken of this fact by scanning the probe detuning across

the atomic resonance to retrieve probe phase shift and absorption images at different

detunings. Experimental results were then compared with the theoretical prediction

for a single two-level atom. This was further investigated by measuring the detuning

dependence of probe phase shift and absorption while the atoms were dressed by the

cooling light.

The probe detuning was experimentally varied by manipulation of the frequency

driving a double-pass AOM (see section 4.3.3). To minimize the distance that atoms

travelled during the probe when imaging after cooling, a short exposure time of

τexp = 40 µs was chosen, thus minimising the effect the moving atomic sample had on

the measurement. When imaging while cooling in a MOT, the trapping and cooling

permitted imaging for longer exposure times τexp = 1 ms. To reduce unwanted effects

such as a fringe shift between recording of H and H0, and laser lock insatiabilities,

multiple holograms were recorded at each probe detuning. The extracted φ and αf
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Figure 6.3: Plots displaying the detuning dependence of the fractional absorption,
phase shift and phase shift to absorption ratio for an atomic sample probed after
cooling for an exposure time of τexp = 40 µs. (a) −αf versus ν (detuning in units
of Γ). (b) φ versus ν. (c) φ/ − αf versus ν, along with a red line indicating the
theoretical expectation for the gradient. The extracted φ and αf values at each
detuning were then the average of at least one reconstructed image and the error
bars are given by the statistical standard error in the mean.
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140 6.3. Detuning-dependent phase shift and absorption of a magneto-optical trap

values at each detuning were then the average of at least one reconstructed image.

Furthermore, images that display a severe fringe shift, or have no atoms present upon

reconstruction due to the injection/dither locking becoming unstable were discarded

systematically.

The process of measuring φ and αf for each reconstruction was as follows: first

a twin image free estimation of Es (z0) was retrieved using the estimation of the

reference field and eq. (3.27). Secondly, the pixel indices of a |Es (z0) | image above

60 % of the maximum were recorded. With knowledge of Er (z0), φ and αf images

were plotted, and the average was taken for each over the pixel locations extracted

from the |Es (z0) | image to give the measured φ and αf values. To measure the

phase shift to optical depth ratio, the ratio of the extracted mean values were used

φ/OD ≈ φ/− αf . When imaging after cooling, the two-level atom picture predicts

a linear dependence on detuning for the ratio φ/OD = −ν (see section 2.1.6). The

uncertainty in each φ, αf and φ/ − αf measurement is given by the statistical

standard error of the mean, see eq. (5.2). Since images including those with no atoms

present are systematically discarded, at most five data points were averaged to give

the measured φ and αf values.

In fig. 6.3 the retrieved mean −αf , φ and φ/− αf data are plotted against the

probe light detuning for a sample probed with τexp = 40 µs after cooling in a MOT.

For the −αf (fig. 6.3(a)) data there is a peak near ν ≈ 0, whilst the phase shift data

changes sign at a similar location (see fig. 6.3(b)). Due to the inability to maintain a

constant atom number shot to shot, the αf and φ plots against detuning fluctuate.

To address this issue the atom number independent ratio φ/ − αf ≈ φ/OD = −ν
is plotted in fig. 6.3(c). The dotted red line indicates the theoretical expectation

(see chapter 2). The systematic deviation in the x−axis intercept to small positive

detuning was mainly attributed to the Doppler effect, since the atoms were accelerated

to v ∼ 1 ms−1 during probing. A slight shift of approximately −0.5 MHz was also

expected in the probe detuning from imperfections in the saturated absorption

spectroscopy experiment used to dither lock the cooling laser: the Doppler broadened

profile was not subtracted away, thus shifting the centre frequency of the peak used

for dither locking (see appendix C).

In fig. 6.4(a,b,c), −αf , φ and φ/ − αf data are plotted against the probe light

detuning for an atomic sample probed for an extended τexp = 1 ms after cooling in a

MOT. In addition to the Doppler shift that arises since the atoms were accelerated

during the probe, for such a long probe time with s ≈ 1, the atoms were expected to
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Figure 6.4: Plots displaying the detuning dependence of the fractional absorption,
phase shift and phase shift to absorption ratio for an atomic sample probed after
cooling for an exposure time of τexp = 1 ms. (a) −αf versus ν. (b) φ versus ν. (c)
φ/− αf versus ν, along with a red line indicating the theoretical expectation for the
gradient. The extracted φ and αf values at each detuning were then the average
of at least one reconstructed image and the error bars are given by the statistical
standard error in the mean.
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move ∼ 1 mm for a probe with ∆ < 3Γ. Such distances are much larger than the

depth of view of 60 µm in the NA = 0.16 DSHM, thus erroneous retrievals of φ and

αf were expected. Indeed, in fig. 6.4(c), the gradient from the experimental data

deviates from the theoretical prediction of −1 by a factor of approximately 2.

To address this issue of atoms moving in extended exposure time, the sample

was probed whilst cooling and trapping in a MOT. The scattering force from the

MOT beam reduced the net effect of the force from the probe, thus atoms were

held near the MOT centre for longer while probing. However, the introduction of

cooling beams modified the atomic responsivity to the probe beam [188]. The probe

absorption by the atoms dressed with the MOT cooling beams could no longer longer

be described by the simple two-level picture described in section 2.1.6. Figure 6.5

displays −αf , φ and φ/− αf data plotted against ν for an atomic sample imaged

for τexp = 1 ms while cooling in a MOT. When plotting −αf against detuning (see

fig. 6.5(a)), two peaks in absorption were observed: one occurred slightly shifted to

the blue side the atomic resonance, whilst the second appeared at the same frequency

as the MOT beam detuning ν ≈ −2.2. The feature at ν ≈ −2.2 is also visible in the

φ versus ν and φ/− αf versus ν plots, see fig. 6.5(a,c). The feature in the φ/− αf
versus ν plot near ν ≈ −2.2, demonstrates that the observed feature was not caused

by a fluctuation in the atom number and was a result of dressing the atoms with the

MOT beams. Such a feature is due to Raman and recoil resonances, as is discussed

in the details of [188].

Discussion

In summary, to extract information that matches the predicted theory when

imaging after cooling, the sample must be probed with short exposure time to

prevent the atomic sample moving out of the depth of field during the probe time.

An 87Rb atom probed with s � 1, near-resonant light and an exposure time of

τexp = 40 µs will travel ∼ 10 µm during the probe, a distance less than the microscope

depth resolution λ/ (1− cos (θ)) ≈ 60 µm. With such a short exposure time the

atomic movement cannot be resolved, even with the higher NA = 0.16 microscope.

However, when probing for τexp = 1 ms, the atoms are able to travel a distance of

∼ 1 mm, which is much larger than the microscope depth resolution. With atoms

travelling such distances during the τexp = 1 ms probe it is entirely expected that data

recorded with such exposure times would produce erroneous results as demonstrated

in fig. 6.4(c). Furthermore, such a problem can be addressed by imaging the atoms
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Figure 6.5: Plots displaying the detuning dependence of the fractional absorption,
phase shift and phase shift to absorption ratio for an atomic sample probed during
cooling for an exposure time of τexp = 1 ms. (a) −αf versus ν. (b) φ versus ν. (c)
φ/− αf versus ν. Each display a feature near ν ≈ −2.2. The extracted φ and αf
values at each detuning were then the average of at least one reconstructed image
and the error bars are given by the statistical standard error in the mean.
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Figure 6.6: αf (%) and φ images taken during and after cooling with ν = 1.9. A)
[ν = 1.9, τexp = 100 µs]: αf , taken during cooling. (b) φ, extracted from the same
hologram as (a). (c) [ν = 1.9, τexp = 100 µs]: αf , taken after cooling. (d) φ, extracted
from the same hologram as (c).

while trapping and cooling to reduce the atomic motion to values below the depth

resolution.

Measuring light shift

Observing the graphs displayed in figs. 6.3 and 6.5, it can be seen that in the

presence of the MOT cooling beams, the resonance was shifted by ν ≈ 1, due to the

light shift of the MOT beams (see section 2.1.1). The change in the phase shift to

fractional absorption ratio near the atomic resonance can be utilized to infer the

amount of light shift experienced by the atoms as a result of dressing with the cooling

light. To demonstrate this a particular example is given in fig. 6.6, where φ and

αf reconstructions from holograms recorded during (fig. 6.6(a,b)) and after cooling

(fig. 6.6(c,d)) with τexp = 40 µs and ν = 1.9 are shown. Analysis of the images revealed

that φ/αf ≈ 1.1 when imaging during cooling (see fig. 6.6(a,b)), and φ/αf ≈ 1.7

after cooling (see fig. 6.6(c,d)). The differing absorption to phase shift ratio when

imaging with and without cooling inferred a light shift of 1.9 Γ
(
1− 1.1

1.7

)
= 4 MHz

to the cooling transition when cooling, thus shifting the dressed probe nearer to

resonance.

6.4 Summary and discussion
The results presented in this chapter are the first demonstration of simultaneous

phase shift and absorption imaging of cold atoms with holographic microscopy at

the shot-noise and diffraction limits. Fractional absorption and phase shift images

are extracted using eqs. (6.1) and (6.2) and the estimate of the reference field at the

atomic sample plane Er (z0). Analysis of the mean noise level in the reconstructed φ

and αf images revealed that DSHM at NA = 0.16 achieved remarkable phase shift and
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optical thickness sensitivities of δφ = (1.8± 0.13) mrad and δαf = (3.6± 0.026) %

respectively. Such resolution is beyond that achievable with standard absorption or

phase-contrast imaging if an identical camera is used with image magnification of

one. The physics behind this demonstrated holographic enhancement in sensitivity

is also discussed.

An obvious caveat in this comparison is the assumption that in standard absorption

or phase-contrast imaging the magnification is one. Practically, the sensitivities in

absorption and phase-contrast imaging can be improved by magnifying the image,

thus reducing the ratio Ap/Ar in an effect similar to the holographic enhancement via

κ. However, optimising the sensitivity requires that the magnified image maximally

fills a significant fraction the CCD chip. The magnified image of the atomic sample

is then heavily susceptible to low spatial frequency noise in detection, thus it is

difficult to distinguish weak signals from a laser power fluctuation shot to shot or a

temperature variation across the camera chip. Holographic recording as in DSHM

avoids this difficulty, since signal is recorded in high spatial frequency interference

fringes over the entire CCD in a nearly optimal fashion.

The retrieval of φ and α relies on precise knowledge of the complex ratio

Es (z0) /Er (z0). In this work, the reference field at the image focal plane Er (z0) was

decided from the same reference field at the camera plane Er (L) that was used to

extract Es, since the focal plane reference could be extracted as a simple propagation

Er (L) = Û0Er (L).

Although error in the estimation was minimized through calibration of L, as

discussed in section 6.1.1, substantial (> π) phase errors in Er were still present,

which arise predominantly in two ways: The first is an error in the estimation of the

x, y spatial coordinate of the source location. The second is caused by speckle noise

which results in high spatial frequency interference rings in the hologram that cause

a distortion to Es upon reconstruction (see chapter 5). In this work both errors in

Er (z0) have not been reduced with any precision (e.g. a to phase error < π). In the

following, a basic understanding of why reliable φ and OD retrieval was possible in

spite of these errors is discussed.

Since the amplitude of the reference field is given by
√
H0, the error in estima-

tion of Er is purely a phase error Ẽr = Ere
iε̃. The error in the extracted Es can

then be written as Er (L)∗Es (L) /Ẽr (L)∗ = Es (L) eiε̃, thus both wavefront share

a common phase error at the camera plane. With z0 � L, the two wavefronts

originate from a similar location with respect to the detector, thus upon recon-
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struction remains approximately the same for both waves. Taking into account the

phase error, the ratio Es (z0) /Er (z0) used for extracting φ and OD can be writ-

ten as Û0Es (L) eiε̃/Û0Er (L) eiε̃ ≈ Û0 (Es (L) + iEs (L) ε̃) /Û0 (Er (L) + iEr (L) ε̃),

for ε̃ � 1. If z0 � L and the atomic sample is point-like, then both Er and

Es are well described by spherical waves that travel along a similar path, thus

encountering similar distortions on their way to the camera. It is believed that

such consistency in the estimation of Es (z0) and Er (z0), results in a common mode

rejection of the error in the ratio Es (z0) /Er (z0) estimation, which permits an almost

error free retrieval of the sample optical properties, in spite of the estimated Er (z0)

and Es (z0) being incorrect from the true value.

To add to this discussion, it is pointed out that a small error in the estimation

of the source location should lead to a low spatial frequency phase error in the

Er estimation at the camera plane. Furthermore, the sources of speckle noise are

typically imperfections in optics such as vacuum windows that scatter the probe where

its intensity is weaker than near the focal point, thus the phase error due to speckle

noise is expected to be � π. The smooth distortion from the source location error

will have little effect on the relative phase between Er and Es during propagation,

since, as discussed earlier, the distortion is common to the two waves. The speckle

noise distortion has a higher spatial frequency but is weaker. Furthermore, the small

error can be averaged out when the mean phase shift is evaluated. This effect is

similar to passing the object wavefront through weakly patterned glass similar to

a bathroom window. In future advantage may be taken of the developed speckle

suppression algorithm by inclusion of speckle noise sources into the Er (L) used for

reconstruction.
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Chapter 7

Toward single atom resolution

with holographic microscopy

An ultimate goal for optical imaging of cold atoms is to determine atom number

at the atom shot-noise limit. An imaging scheme with this ability would permit

the measurement of quantum states of many atom systems, as demonstrated in

the field of quantum gas microscopy [19–21]. Resolving atom numbers in large

atomic quantum gases may be useful in the development of a scalable quantum

computer [189,190].

Imaging optical lattice sites with multiple atom occupancy may be possible with

phase sensitive DSHM, since light assisted collisions can be reduced [34]. In contrast

to the popular fluorescence imaging method of detecting single atoms [19–21], the

sensitivity to atom number in DSHM is independent of the number of atoms detected,

see section 7.1, since the shot-noise level is proportional to the square root of the

probe intensity and not the number of atoms.

In this chapter, the experimental efforts made during this project toward single

atom detection with DSHM are discussed. The chapter begins with a mathematical

derivation of the atom number sensitivity per resolution area for DSHM. In addition

to the achievement of shot-noise limited holography, see chapter 5, further efforts

to achieve this goal are largely divided into two parts: the improvement of imaging

resolution by increasing the NA in DSHM, and the attempt of restricting atomic

motion to a smaller volume during imaging using a dipole trap. Finally future

improvements to the DSHM set-up are suggested, see section 7.3, that should permit

off-resonant single atom imaging with a numerical aperture as large as NA = 0.7,

and reduce the amount of speckle noise recorded in holograms as a result the
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microscopy

spatial filtering awarded by pinhole sources. Speckle noise can be further reduced

by fabricating the pinhole sources into high optical quality mirror surfaces, see

section 7.3.1, thus reducing reflection from imperfections in the surface.

7.1 Atom number resolution in holographic

microscopy
Thanks to the point source geometry of DSHM, it can display holographic enhance-

ment of the sensitivity to φ and OD when compared to the established phase-contrast

and absorption imaging, see chapter 6. In this section, to further explore this holo-

graphic enhancement over in-focus coherent imaging (see section 2.3.2), the sensitivity

of DSHM to atom number δNatom is investigated. Similar to the holographically

enhanced phase shift and optical thickness sensitivities, it is shown that if an identical

camera is used with image magnification of one, DSHM with z0 � L can display a

much better atom number sensitivity per resolution area than standard absorption

or phase-contrast imaging.

Similar to the extraction of φ and OD discussed in section 6.1.2, accurate deter-

mination of atom number in DSHM requires knowledge of the reference field at the

image focal plane Er (z0) (see section 6.1.1). To determine the sample atom number

distribution, the column density ρc is determined after propagation of the extracted

Es to its focal plane as

ρc =
| ln
(

1 + Es
Er

)
|

|σ̃|
, (7.1)

where σ̃ is the complex absorption cross section (see chapter 3). The total atom

number can be easily determined by summing the column density over the pixels.

For simplicity when deriving the sensitivity to atom number in DSHM, it is

assumed that the point source power ratio η � 1, such that
√

1− ξ2 ≈ 1 and there

is negligible noise increase from removal of the twin image noise (see section 3.2.3).

Then using eqs. (2.43), (6.4), (6.5) and (7.1) it is easy to show that the sensitivity to

column density is given by

δρc =

√
2κAp

NmaxAr|σ̃|2
. (7.2)

The sensitivity to atom number is determined by summing the sensitivity to column

density over the smallest resolvable area δNatom = δρcR
2
lat, which is given by the
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microscope resolution (see section 3.1.2) and is a factor of four larger than Ar. Using

this, it can be shown that the atom number sensitivity in DSHM is given by

δNatom = 4

√
2κApAr
Nmax|σ̃|2

. (7.3)

To compare with absorption and phase-contrast imaging with an identical camera

and an image magnification factor of one, a similar derivation reveals the sensitivities

as δNabs = 2
√

2κApAr/Nmaxσ2
Im and δNPCI = 2

√
2κApAr/Nmaxσ2

Re respectively. In

comparison with standard absorption and phase-contrast imaging which are only

sensitive to the imaginary and real parts of the refractive index respectively (see

chapter 2), the atom number sensitivity in DSHM benefits from both the holographic

enhancement via κ and a complex absorption cross-section σ̃, since holography is

sensitive to the full complex refractive index. The factor of two loss in signal for

holographic microscopy is taken into account in these derivations.

According to the derived atom number sensitivity, a single atom held within a

resolution area during the exposure time will be detectable with a signal to noise ratio

SNR = 1/δNatom. To demonstrate the differences in the atom number sensitivity

expected in DSHM, absorption and phase-contrast imaging at two different numerical

apertures, fig. 7.1 shows plots of the detuning dependence of the SNR for a single

atom held within an area R2
lat during probing for each method. In the calculation

a magnification factor of one and Nmax = 214 − 1 was used for absorption and

phase-contrast imaging. To be consistent with the experiments conducted with the

NA = 0.16 DSHM, a value of Nmax = 1500 was chosen for the DSHM calculation, an

order of magnitude less than absorption and phase-contrast imaging.

In the numerical example given in fig. 7.1, the atom number sensitivity for DSHM

is calculated for a camera with pixel pitch xpix = 6.45 µm, maximum pixel count

Nmax = 1500, 1040 × 1040 pixels, with probe wavelength λ = 0.78 µm, resonant

absorption cross-section σ0 = 0.14 µm2 and microscope geometrical parameters

L = 23 mm and z0 = 1.03 mm such that κ = 0.002 and NA = 0.15, see fig. 7.1(a).

The parameters are chosen to be similar to the experimental parameters of the

upgraded NA = 0.16 DSHM system developed in this work (although a camera

with Nmax = 214 − 1 is used, Nmax = 1500 for calculation. This is due to a high

fringe contrast (η = 0.4) and the requirement to avoid the camera saturating.). The

corresponding sensitivities in absorption and phase-contrast imaging are determined
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microscopy

Figure 7.1: Plots displaying the detuning dependence of the signal to noise ratio
expected for a single atom held within a resolution area during probing for, (a)
DSHM (κ = 2× 10−3 and Nmax = 1500), absorption and PCI with NA = 0.15 and
Nmax = 214 − 1, and (b) DSHM (κ = 9× 10−5 and Nmax = 11000), absorption and
PCI with NA = 0.7 and Nmax = 214 − 1.

with consistent values, but with κ = 1 and Nmax = 214−1. The comparisons between

the atom number sensitivity of each technique are displayed in fig. 7.1.

On resonance, the expected SNR for detection of a single atom held within a

resolution area with DSHM is SNR = 1.3, whilst absorption imaging demonstrates a

value significantly less at SNR = 0.37, see fig. 7.1(a). Furthermore, the sensitivity

in DSHM for all values of detuning is consistently better than both absorption and

phase-contrast imaging, even if Nmax = 214− 1 for the two in-focus imaging methods.

The resonant single atom SNR = 1.3, as achieved experimentally in this work

(see section 7.2.2), is too small to accurately determine an atom from a background

noise fluctuation. To improve the resonant SNR from 1.3 and unambiguously resolve

a single atom from a noise fluctuation, two of the most significant approaches can be

pursued independently or simultaneously: the atomic sample can be moved closer

to the point source (e.g. by a factor of 3, thus reducing κ by another factor of 9),

and/or the numerical aperture can be improved with a reduction in L. Other less

significant approaches include, improving the mean number of camera counts with a

reduction in η.

Before discussing the experimental progress, to demonstrate the potential of

DSHM for lens-free single atom detection, the SNR for a single atom held within

a resolution area is calculated for a hypothetical geometry consistent with the
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atom chip DSHM geometry proposed in section 7.3.1. For an upgraded camera

with xpix = 3 µm, 2048 × 2048 pixels, in a DSHM geometry with Nmax = 11000,

λ = 0.78 µm, σ0 = 0.14 µm2, L = 3.18 mm and z0 = 30 µm such that κ ≈ 9× 10−5

and NA = 0.7, the single atom SNR is plotted as a function of detuning, see fig. 7.1(b).

Again the calculated SNR in absorption and phase-contrast imaging is consistent

but with κ = 1 and Nmax = 214 − 1. near-resonance, DSHM displays a single atom

SNR ≈ 81, whilst regular absorption imaging only displays a value of SNR ≈ 1.87.

With this NA = 0.7 version of DSHM, single atom sensitivity with SNR = 5 is even

expected when probing with off-resonant light with detuning |ν| = 8.

An obvious caveat in this comparison is the assumption that in standard absorption

or phase-contrast imaging the magnification is one. Practically, the atom number

sensitivities in absorption and phase-contrast imaging can be improved by magnifying

the image, thus reducing the ratio Ap/Ar in an effect similar to the holographic

enhancement via κ. However, optimising the sensitivity requires that the magnified

image maximally fills a significant fraction the CCD chip. The magnified image

of the atomic sample is then heavily susceptible to low spatial frequency noise in

detection, thus it is difficult to distinguish the weak single atom signal from a laser

power fluctuation shot-to-shot or a temperature variation across the camera chip.

Holographic recording as in DSHM avoids this difficulty, since the single atom signal

is recorded in high spatial frequency interference fringes over the entire CCD in a

nearly optimal fashion.

To achieve single atom sensitivity, DSHM must meet a number key requirements:

shot-noise and diffraction limited imaging is a pre-requisite, whilst smaller values

of z0 improve the holographic enhancement factor κ. Furthermore, probing near-

resonance is optimal for increasing σ̃, whilst maximising the available numerical

aperture minimises Ar, further improving the sensitivity.

With single atom sensitive DSHM, the atoms must be held within an area given by

R2
lat = 4Ar during the probe to maximise the sensitivity for observing atom shot-noise.

This can only be achieved with a combination of trapping potential to restrict atomic

motion, and laser cooling to compensate for probe heating. Practically the trapping

potentials available in optical lattices can easily be spatially small enough to contain

an atom within an area R2
lat during imaging.
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Figure 7.2: A collection of characteristic column density images (1/µm2) with varying
atom numbers. Each display a sensitivity to column density δρc = 0.025, thus a
single atom sensitivity per resolution area of δNatom = 2.7 is expected. (a) [ν = 0,
τexp = 800 µs]: ρc. (b) [ν = 0, τexp = 400 µs]: ρc. (c) [ν = 0, τexp = 800 µs]: ρc. (d)
[ν = 0, τexp = 800 µs]: ρc.

7.2 Experimental progress
In this section, the efforts made during this project to push DSHM into the

single atom detection regime are discussed. By increasing the microscopes numerical

aperture from NA = 0.07 to NA = 0.16 and reducing the holographic enhancement

factor κ, an improvement in the expected atom number sensitivity per resolution

from δNatom = 2.7 to δNatom = 0.75 was demonstrated (see sections 7.2.1 and 7.2.2).

It was shown that by careful removal of unwanted MOT beam scattering and ambient

light sources, shot-noise limited imaging with DSHM can be achieved with extended

exposure times (see section 7.2.3). Finally details of an attempt to observe quantised

atom numbers with DSHM by restricting atomic motion during imaging is discussed

in section 7.2.4. With the impressive sensitivity to atom number displayed by DSHM,

it is proposed as an alternative to the popular fluorescence method for number

resolving detection of atomic samples.

7.2.1 Sensitivity with NA = 0.07 holography

To determine the imaging sensitivity to atom number, the column density ρc is

extracted with σ = 0.14 µm2 for the non-polarized atomic sample of 87Rb atoms [67].

The RMS noise level δρc (calculated in a similar fashion to eq. (5.2)) in the recon-

structed ρc image was used to determine the atom number noise level δNatom = δρcR
2
lat.

This definition of the atom number sensitivity requires that the atoms be held within

a resolution area R2
lat during the imaging exposure time τexp. In fig. 7.2, a collection of

ρc images with varying atom numbers are presented, all were recorded near-resonance

to optimize the atom number sensitivity, by maximising the absorption cross-section

152



Chapter 7. Toward single atom resolution with holographic microscopy 153

σ̃. With a diffraction limited resolution area R2
lat = 108.2 µm2 and a RMS noise

level of δρc = 0.025 as in fig. 7.2, a sensitivity to atom number per resolution area of

δNatom = 2.7 is expected. This predicts that a single atom held within a trap with

cross sectional area smaller than R2
lat during τexp will produce an image with a signal

below the shot-noise level (SNR = 1/δNatom < 1) if probed with negligible power

broadening such that σ = 0.14 µm2. This SNR is not large enough to distinguish

the signal from such a sample from the background. To detect atom shot-noise the

atoms must be held within R2
lat during imaging and δNatom must be improved, for

example by reducing Ar with an increased NA.

7.2.2 Improving sensitivity at NA = 0.16

The numerical aperture of the lens free DSHM was limited to NA = 0.07 by

the spatial extent of the CCD chip and a constraint on the distance L between

the source and the camera. To overcome this limitation, an upgraded imaging

system was constructed to achieve NA = 0.16. The upgraded system consisted of

a replacement focusing lens array to generate the double diffraction limited point

sources for DSHM, and collimating and imaging lens arrays to image the hologram

to the camera (see section 4.4.3 and appendix F). The lens system design was based

on the four lens design to account for aberration introduced by a plane window [181],

and the air spacing between each lens was adjusted to account for the glass cell

window aberration. To increase the numerical aperture, 51 mm diameter optics

were chosen, since the MOT-lens separation distance was limited to ∼ 5 cm. The

magnification of the imaging system was chosen to be one. The lenses minimised

the aberration but the correction was not perfect. However, holographic microscopy

was expected to be tolerant to residual aberration, since Er and Es share a common

optical path [34].

With the increased imaging resolution awarded thanks to the use of imaging

lenses, an increase in the predicted atom number sensitivity per resolution area for

the upgraded DSHM system was expected when compared to the values presented

in section 7.2, since δNatom = δρcR
2
lat. The column density ρc and total number of

atoms N in an atomic sample were easily computed in DSHM using the expressions

presented in section 3.2.4.

To demonstrate the imaging sensitivity to atom number, atomic samples were

probed near-resonance with saturation parameter s ≈ 1.7. Images of the extracted

column densities of the atomic samples are displayed in fig. 7.3. On resonance the
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Figure 7.3: Column density images ρc (µm−2) with a RMS noise levels of δ = ρc =
0.03, thus inferring a sensitivity to atom number per resolution area of δNatom = 0.75.
(a) [ν = 0, τexp = 500 µs]: ρc, with δNatom = 0.8. (b) [ν = 0, τexp = 500 µs]: ρc, with
δNatom = 0.75. (c) [ν = 1.25, τexp = 500 µs]: ρc, with δNatom = 2 (d) [ν = −1.45,
τexp = 500 µs]: ρc, with δNatom = 2.1.

RMS noise level was δρc = 0.03, see fig. 7.3(a,b), thus with the improved resolution

area R2
lat = 25 µm2, the predicted minimum sensitivity to atom number per resolution

area was δNatom = 0.75. Here power broadening was ignored in the absorption cross-

section used. This can be alleviated by combining a weaker probe beam with a

longer exposure time. A single atom trapped within a resolution area R2
lat during

the exposure time τexp with negligible power broadening, should produce an image

with SNR = 1/δNatom = 1.3, consistent with the theoretical prediction in section 7.1.

Such a sensitivity is not enough to confidently distinguish the signal from a single

atom trapped within a resolution area above the background noise level. With

the upgraded DSHM, a sensitivity above the single atom level per resolution area

(δNatom = 2) was inferred with |ν| > 1 at both sides of the atomic resonance, see

fig. 7.3(c,d).

Discussion

A sensitivity to atom number was determined by analysing column density ρc

images (see section 7.2). Using the RMS noise level in an annulus surrounding the

atomic sample to define δρc, and the resolution area R2
lat, minimum sensitivities to

atom number per resolution area of δNatom = 2.7 and δNatom = 0.75 were predicted

with the NA = 0.07 and NA = 0.16 DSHM systems respectively. This increased

sensitivity at higher NA was thanks to a reduction in the resolution area.

The results obtained with the NA = 0.16 microscope indicate a sensitivity at

the boundary of the single atom level. A single atom held within a resolution

area, would produce a reconstruction with a signal to maximum noise level ratio of

SNR = 1.3. The atomic signal is likely to fill an area on the order of a single pixel
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in the reconstructed image, thus it would be difficult to distinguish from a noise

fluctuation at this level of signal. By increasing the microscope NA to 0.7 to reduce

the resolution area, a sensitivity to atom number per resolution area well below the

single atom level (δNatom = 0.2) is expected, even with an off-resonant probe at

|ν| = 8 (see section 7.1).

The impressive sensitivity to atom number inferred at NA=0.16 coupled with the

even more impressive prediction at NA = 0.7, indicates that DSHM may provide an

alternative route to number resolving detection of atomic samples [81]. Fluorescence

imaging has regularly demonstrated number resolving detection for small (N ∼ 10)

ensembles of atoms [191–193], this has even been shown for N ≈ 1200 [81]. However,

the dependence of the shot-noise level on the square root of atom number means that

achieving number resolving detection of larger ensembles becomes more challenging.

The atom number sensitivity demonstrated by DSHM, along with the fact that the

shot-noise level is proportional to the square root of the probe intensity and not the

number of atoms opens up the possibility of DSHM being used for number resolving

detection of larger samples (N > 103). The signal enhancement by collection of the

forward scattering [37] inherent to coherent imaging when compared to fluorescence

imaging (see section 2.3.1) is retained in DSHM. On the other hand, spatially resolved

fluorescence detection of optical lattices [19–21,190] only determines the number of

singly occupied sites, since atom pairs are quickly lost due to light assisted collisions.

Detuned probing as with DSHM can reduce the light assisted collisions. This coupled

with the promised single atom sensitivity at |ν| = 8, see fig. 7.1(b), may allow three

dimensional spatially resolved detection of optical lattice sites with multiple atom

occupancy per site [34].

7.2.3 Extended exposure holographic imaging at the shot-

noise limit

To demonstrate the NA = 0.07 microscopes potential for imaging while cooling, a

collection of images are presented with long exposure times. In all cases s� 1 for

the probe beam, such that scattering force from the MOT cooling beams dominated

that from the probe. Figure 7.4 shows images of atoms probed while cooling the

sample for τexp = 10 ms, fig. 7.4(a,b), and τexp = 2 ms, fig. 7.4(c,d), with ν = 0 and

ν = 29 respectively. Such long exposure times are impossible to achieve without

cooling, since atoms would fall under gravity and be pushed a significant distance by

the probe. The noise level in fig. 7.4(a,b), is twice the shot-noise level, due to a large
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Figure 7.4: Images recorded with a long exposure time (τexp � 100 µs) during
cooling. (a) [ν = 0, τexp = 10 ms]: ρc. (b) [ν = 0, τexp = 10 ms]: αf (%), extracted
the hologram as (a). (c) [ν = 29, τexp = 2 ms]: φ. (d) [ν = 29, τexp = 2 ms]: ρc,
extracted from the same hologram as (c).

Figure 7.5: Images recorded at the shot-noise limit with the NA = 0.16 DSHM
and a long exposure time (τexp = 10 ms) while cooling in a MOT. (a) [ν = 7.9,
τexp = 10 ms]: shot-noise limited ρc image. (b) [ν = 7.9, τexp = 10 ms]: φ image,
extracted from the same hologram as (a). (c) [ν = 7.9, τexp = 10 ms]: Shot-noise
limited ρc image. (d) [ν = 7.9, τexp = 10 ms]: φ image, extracted from the same
hologram as (c).

ambient light background from the cooling beam scattering. A shorter exposure time

with a detuned probe as in fig. 7.4(c,d), resulted in less destructive imaging with a

noise level approaching the shot-noise limit.

With the improved NA = 0.16 DSHM system with an imaging lens, an aperture

was located before the camera to coincide with the image of the double point source.

The aperture removed the majority of the ambient light and the unwanted scattering

from the MOT beams into the camera. This reduction in the noise sources permitted

imaging while cooling at the shot-noise limit for extended exposure times. The

ability of the NA = 0.16 DSHM to image at the shot-noise limit while cooling with

τexp = 10 ms is demonstrated in fig. 7.5, where ρc and φ images of MOTs were

retrieved from holograms probed with with ν = 7.9.
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With such a large detuning ν = 7.9, the sensitivity to atom number for the

reconstructions displayed in fig. 7.5 is δNatom = 12, since in this experiment the

absorption cross-section was reduced by a factor ∼ 16 from the resonant value. With

a higher NA microscope and a smaller value of ν, the ability to image while cooling

at the shot-noise limit may permit number resolving detection of weakly confined

gases over long exposure times [19–21,190].

7.2.4 Spatial confinement with a dipole trap

It is clear that to take full advantage of the atom number sensitivity in DSHM, the

atoms movement during the exposure time must be restricted to within a resolution

area R2
lat (see section 7.1). For micron imaging resolution, such confinement of atoms

is impossible to achieve in MOTs or optical molasses since the atoms can diffuse

out of a resolution area in a ∼ 1 ms time scale. To restrict the atomic motion,

experimenters often rely on optical lattices, where the light shifts confine atoms at

the anti-nodes of a far-red detuned standing wave. Combining trapping with cooling

in the lattice, the atomic motion can be restricted to within each lattice site, thus

allowing the atom number to be counted from each site.

In this project, an attempt was made to restrict atomic motion during probing

to a smaller volume using a dipole trapping potential while cooling with optical

molasses. The dipole trapping light was provided by the output of a ECDL with

λ = 783.03 nm. The m = −1 diffraction from a single pass AOM (see appendix D)

provided precise and fast control of the dipole beam power. To provide output

stability for the dipole trap beam, the output from the ECDL was aligned into an

optical fiber before being delivered to the dipole trap focusing optics. At the output

of the optical fiber the beam was first expanded and collimated to a diameter of

40 cm, then a focusing array identical to the collimating lens array described in

appendix F, was used to focus the dipole trapping beam to a waist w0 ≈ 2 µm.

For stability and control, the fiber launcher and focusing optics were mounted in

a single lens tube which could be manoeuvred with a 3D translation stage. The

beam focus was aligned to the MOT location by adjustment of the translation stage.

After the beam manipulations P ≈ 7 mW of power remained for the dipole trap,

thus the beam focus had an intensity I = 2P/πw2
0 ≈ 1.1× 108 mWcm−2. Such a

beam resulted in a trap with depth T = ~Γs0/8kBν ≈ 5 mK, and a scattering rate

of Rsc = s0Γ/8ν2 ≈ 3× 103 s−1.
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Figure 7.6: Absorption image (%) of a dipole trap retrieved by averaging twenty
individual images.

To cool atoms into the dipole trap, atoms were initially loaded into the MOT with

field gradient ∼ 10 Gcm−1, then the MOT field gradient was reduced to ∼ 1 Gcm−1

and the MOT detuning was increased from ∆ = −13 MHz to ∆ = −25 MHz for a

stage of polarisation gradient cooling (see appendix B.0.2). After holding the atoms

in the dipole trap for ∼ 10 ms, an absorption image of the sample was taken, see

fig. 7.6, by translating the camera to the location of the in-focus image of the shadow

of the dipole trap. Averaging over twenty absorption images the atoms in the trap

were visible with ∼ 4 % absorption. It was found that the trap loading efficiency

was heavily sensitive to small changes in the wavelength of the trapping potential,

which was attributed to photoassociation of excited state molecules [194,195]

In the spherical wave geometry of DSHM, the intensity at the atomic plane is

large compared to the camera. Atoms in the trap with an initial temperature of

100 µK probed with resonant light and s0 = 1, have a scattering rate Rscat = Γ/4 ≈
9× 106 s−1. With the recoil temperature for 87Rb given by Tr = 362 nK [67], the

atoms in the trap were heated to temperatures larger than the trap depth within

0.1 ms of probing. Imaging near-resonance to maximise the absorption cross-section

also maximises the heating, thus in the long exposure times ∼ 10 ms needed to make

optimal use of the cameras bit depth, atoms were easily ejected from the trap.

As a consequence, detection of the dipole trap with DSHM requires a higher NA set-

up capable of probing off-resonant to reduce heating. This heating must be balanced

by cooling into the dipole trap to allow sufficiently long exposure times. Unfortunately

due to time constraints with this project, an attempt to image the dipole trapped

atoms while cooling with the upgraded NA = 0.16 DSHM was not undertaken. In a

future attempt at imaging a dipole trap with DSHM, one may consider trapping atoms

at the intersection of two focused beams to compensate for the poor longitudinal
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trapping awarded by a single beam trap. In this scheme the atoms could be confined

to smaller volume (e.g. ∼ 2 µm3), thus improving the sensitivity to atom number.

7.3 Future Work
To achieve off-resonant single atom detection of optical lattices with DSHM,

the most urgent task required is to develop and construct a DSHM system with a

higher NA = 0.7. Proposals for such high NA systems are discussed in section 7.3.1.

Imaging optical lattice sites with multiple atom occupancy would verify DSHMs

ability to reduce the rate of light assisted collisions. Since the heating from the

probe can be balanced by cooling, DSHM could be used to probe condensed atomic

samples without destroying them. A direct comparison of the images reconstructed

with DSHM to those in absorption and phase-contrast imaging would verify the

claim made in this work that DSHM is expected to display a greater sensitivity.

7.3.1 Lens-free atom chip DSHM
To fully realise the potential of DSHM for imaging cold atom samples at high

NA, in future the microscope could be integrated into an atom chip [196]. In such

atom chip devices, a common initial cooling stage for the atoms is via a mirror

magneto-optical trap [196–199]. To accommodate the mirror MOT system, the atom

chips main surface can fabricated from a reflective metal [196] or dielectric [199],

upon which current carrying wires can be fabricated [197] to manipulate the atoms

cooled by the mirror MOT.

The proposed design consists of forming a mirror MOT system from a commercially

available back side polished metallic/dielectric mirror (e.g. PF10-03-P01P, �1” Back

Side Polished, Protected Silver Mirror, Thorlabs). Sub-wavelength diameter pinholes

can be fabricated into the reflective layer. A schematic of this set-up is given in fig. 7.7.

With a transparent mirror substrate, the pinholes can be illuminated from the back

side of the chip. Both pinholes can in principle be illuminated by a single light source

on the back side. To improve pinhole transmission, two separate lenses can be used

to focus light into each pinhole independently. The spatial filtering awarded by the

pinholes removes speckle noise from dust and reflections that originate from optics

placed before the back side of the chip. This also relaxes the requirements on the

focusing lenses, since aberrations in the illuminating beam are eliminated on the

experiment side of the chip. To avoid stray light transmitted through the reflective

layer of the mirror, it is proposed that the pinholes be illuminated at an angle to the

mirror surface, such that light unintentionally transmitted through the reflective layer
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Figure 7.7: Schematic of the proposed atom chip with integrated DSHM. Two
backside illuminated holes in a mirror surface form the point sources for use in
DSHM. A tilted illumination beam prevents the light that inevitably transmits
through the reflective layer from illuminating the camera. Atoms trapped and cooled
near the mirror surface can be imaged with high numerical aperture.

misses the CCD chip, whilst the light transmitted via the pinholes travels toward

the CCD. This arrangement may be difficult to realize in atom chip experiments

where the chip is fabricated on a non transparent substrate, since manufacturing a

∼ 1µm pinhole into a ∼ 1 mm thick substrate is challenging with nano-fabrication

techniques.

Pinhole fabrication

During this project, some initial efforts toward construction of an atom chip

DSHM were pursued. Preliminary work toward achieving such pinhole sources was

carried out in 2012-2013, which is described in a Masters Dissertation [106] co-

supervised by the author of this work. The work was part conducted at Both Cardiff

University and University Collage London, and funding for the work was awarded

via the Engineering and Physical Sciences Research Council (EPSRC) Access to

Nanoscience and Nanotechnology Equipment programme. To emphasize the ease

and flexibility at which nano-fabrication techniques can generate the pinhole sources

into thin metal/dielectric layers, in this section a review will be conducted of this

effort in particular the recipe developed for fabricating the sub-wavelength sources

in a commercially available mirror.

To fabricate the two sub-wavelength pinholes in the mirror surface, focused ion

beam (FIB) lithography was employed. Initial investigations into pinhole fabrication
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into a commercially purchased mirror surface using FIB yielded promising results,

see fig. 7.8. A recipe for the fabrication of pinholes in a mirror surface with FIB

was successfully developed. The mirror pinhole device was successfully integrated

into a DIHM system for imaging samples on glass microscope slides. Impressively,

a nano-fabricated logo was successfully imaged with NA = 0.72 with lens-free

DIHM [106].

To prevent a charge build up on the non conductive mirror, and to hold the mirror

onto the FIB sample stage a conductive metallic tape was used that was made to

contact with the stage and mirror substrate, see fig. 7.8(a). Care must be taken

to avoid damaging the mirror surface. Enquires into the specified thickness of the

protective layer and the reflective layer were unsuccessful, since the distributors

source from multiple manufacturers who each specify a different thickness. To address

this issue and determine the thickness of the layers, test holes were drilled with FIB

into the mirror surface near the edge of the mirror (away from the centre where

the final holes are to be located). With the layer thickness known, a recipe for

fabricating holes with any desired diameter was developed. Once a satisfactory

pinhole fabrication recipe had been developed, the final holes were fabricated near

the centre of the mirror, see fig. 7.8(b).

The images in fig. 7.8 show a collection of FIB fabricated pinholes in the surface

of a back side polished mirror. The images were recorded at an angle to the normal

of the mirror surface so that the pinhole depth could be measured. In fig. 7.8(c), a

fabricated pinhole with diameter = 826 nm and aspect ratio ≈ 1 is displayed. For

this particular mirror, the protective and reflective layers were 89 nm and 136 nm

thick respectively, see fig. 7.8(d). To ensure that the FIB drills beyond the reflective

layer, a hole 71 nm deep was fabricated beyond the reflective layer into the substrate.

With a well established recipe, fabricating precision double pinholes with a well

defined separation d was simple with FIB, see fig. 7.8(e). And further much more

elaborate pinhole arrangements are easily fabricated, see fig. 7.8(f).

If optical access restricts the camera, then the hologram can be imaged to the

CCD detector with larger (e.g. 51 mm diameter) high NA optics. Alternatively to

improve the microscope NA beyond the NA = 0.16 and to remove plane window

aberration, it is proposed that the lens system designed in [183] be used. With

a wavelength of λ = 780 nm, the lens system achieves NA= 0.36 focusing whilst

correcting for the aberration introduced by a plane window. If optical access restricts

the pinhole camera separation L, this lens array may be used to image the hologram
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Figure 7.8: Electron microscope images of the pinholes fabricated into a backside
polished silver mirror. (a) Image showing the mirror mounted on the stage for
undertaking focused ion beam lithography (FIB). (b) and (c) Images of a 827 nm
diameter pinhole fabricated into the mirror surface with FIB. (d) View of a pinhole
from a 45◦ angle, showing the 89 µm thick protective SiO2 layer, the 136 µm thick
reflective silver layer and the 71 µm thick cut into the substrate. (e) Image showing
two FIB fabricated pinholes separated by 10 µm. (f) Image showing a complex
pattern of pinholes easily fabricated with FIB.
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on to the camera, thus alleviating the restriction in NA due to optical access. Then

the optics shown in fig. 7.7 would represent both the vacuum window and the imaging

system. For set-ups that cannot accommodate atom chip DSHM, this lens system

could be used as the focusing array for generating point sources (see section 4.4.2).

7.4 Conclusion
In this chapter the prospects of number-resolving detection in point source holo-

graphic imaging of cold atoms is discussed. Three key aspects are highlighted for

pushing DSHM into the single atom regime: improving the holographic enhancement

awarded by minimising the factor κ, increasing the numerical aperture to minimise

the resolution area, and restricting the atomic motion to within a resolution area

during probing.

An improved κ is easily achieved with a reduction in z0. Toward improvement of

the microscope NA, the improved NA = 0.16 DSHM demonstrated a sensitivity near

the single atom level δNatom = 0.75 with near-resonant probing. Shot-noise limited

imaging of cold atoms in a MOT with an extended exposure time τexp = 10 ms

was shown, thus satisfying a pre-requisite for number resolving detection of weakly

confined gases over long exposure times [19–21, 190]. To improve the microscope

resolution further, an NA = 0.7 integrated atom chip DSHM has been proposed

which should be capable of single atom detection even with |ν| = 8. In an attempt

to observe quantised atom number with DSHM, a w0 ≈ 2 µm waist dipole trap

was successfully loaded with N ∼ 100 atoms. However due to time constraints, an

attempt to image the dipole trap has yet to be retrieved with holography.

With a high NA = 0.7 DSHM, off-resonant number resolving detection of optical

lattice sites with multiple atom occupancy may be possible, since the off-resonant

probe can reduce the light assisted collisions. Here a scheme is proposed [34] based on

optical shielding [200, 201], where blue detuned light enhances the repulsion between

symmetrically excited atom pairs. Atoms can be trapped in single lattice sites with

strong x, y confinement. A blue detuned probe and auxiliary cooling beams with

polarisation in the x-y plane, switch on adiabatically so that atoms within each site

find new equilibrium positions along z. The blue detuned molasses should permit

sub-Doppler cooling of the atoms in the lattice, thus permitting continuous shot-noise

limited holographic detection for extended exposure times as demonstrated in this

work.
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Chapter 8

Conclusion

Holographic microscopes have widespread applications from imaging condensed

structures with electrons to imaging biological samples with photons. However, the

application of holographic microscopy to imaging cold atoms has been so far limited

to a few precursory examples. The purpose of this work was to investigate the

difficulties involved in applying holography to imaging cold atoms, develop solutions

to these difficulties, and then exploit the well known advantages of holographic

microscopy for cold atom research. To achieve this, a double point source holographic

microscope (DSHM) was theoretically and experimentally developed, along with an

experimental apparatus for generating atomic samples with controllable size and

temperature for imaging.

The first difficulties preventing direct application of holography to cold atoms

are the well known twin image problem, and DC noise problem for optically thick

samples. Other attempts at overcoming these problems for imaging cold atoms

include; diffraction-contrast imaging [23] that exploits the monomorphous responsivity

of atoms, and spatial heterodyne imaging [25] that spatially separates the twin image

noise from the real image, whilst temporal heterodyning has been proposed [102,103]

for cold atoms. However, these methods have not seen regular use throughout the cold

atom research community due to their complexity and/or constraints, particularly

for high numerical aperture imaging at both the shot-noise and diffraction limits. In

chapter 5, advantage was taken of the unique characteristics of DSHM discussed in

chapter 3 by use of an iterative algorithm to efficiently eliminate both the twin image

and DC noise simultaneously, even for large atomic samples or when the recorded

hologram is obscured by shot-noise.
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The second difficulty is speckle noise, which is common to all imaging techniques

to varying degrees of severity. In holographic microscopy, a common technique

to alleviate speckle noise is to illuminate the sample with light that has a short

coherence length [80]. This method of speckle noise removal is difficult to implement

when imaging cold atoms, since the linewidth of the probing laser should be less than

the detuning from the atomic transition, and should be less than the linewidth of

the transition for near-resonant probing. Therefore in cold atom holography, speckle

noise in the recorded hologram can originate from imperfections in optical surfaces

meters away from the detector. Speckle noise in standard absorption imaging can

result in false absorption signals, this prevents accurate absorption imaging of atomic

samples near structured surfaces (such as an atom chip [196]). A holographic method

of suppressing speckle noise is presented in chapter 5, where the sources of speckle

noise are located, isolated, and then included into the reference field estimation

used for image reconstruction, thus suppressing their distortion in the final image.

With this speckle noise removal algorithm, an enhancement in the dynamic range

for shot-noise limited imaging from SNR = 35 to SNR = 41 was observed, in spite

of the reflections from the uncoated vacuum windows. With more careful design

of the experimental apparatus, such as generating a double source reference field

with sub-wavelength pinhole sources, anti-reflection coating of the vacuum windows,

and/or using a wavefront sensing camera to improve the reference field estimation,

the dynamic range for shot-noise limited detection should be easily further enhanced.

With the two major problems eliminated, a well known advantage inherent to

holography was demonstrated for cold atoms for the first time in chapter 6, by the

simultaneous phase shift φ (x, y) and optical depth OD (x, y) retrieval from a single

recorded hologram. A systematic literature review revealed that such retrievals in

holographic microscopy are uncommon even outside of the bounds of cold atom

research. For the retrievals, a method is developed to consistently estimate the in-line

reference field Er at the detection plane for extraction of the scattered wavefront Es,

and Er at the image focal plane for extraction of φ and OD via the complex ratio

Es/Er. The precision of this method of retrieval was demonstrated by measuring

φ and OD with shot-noise limited sensitivity with various detunings across the

F = 2→ F ′ = 3 cycling transition in 87Rb (see chapter 6).

In addition to the well known advantageous properties of holographic microscopy,

such as lens free 3D imaging, an important yet largely overlooked advantage was

highlighted. With point source illumination, the intensity at the camera plane where
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the out-of-focus diffraction from the sample is recorded can be significantly weaker

than the intensity at the samples location, thus a significantly longer exposure time

is afforded at the camera before its pixels are saturated compared to focal plane

imaging methods such as absorption and phase-contrast imaging. Exploiting this

holographic enhancement of signal collection, absorption and phase shift sensitivities

as low as δαf = (0.36± 0.026) % and δφ = (1.8± 0.13) mrad were consistently

demonstrated, outperforming the expected shot-noise limited sensitivities in the

established absorption and phase-contrast imaging by a factor of 8 in this particular

experiment. Indeed, the sensitivity of absorption and phase-contrast imaging can

in principle be improved by magnification of the image. However, optimising the

sensitivity requires that the magnified image fills a significant fraction the camera.

The magnified image of the atoms is then more susceptible to low spatial frequency

noise in detection, thus leading to difficulties distinguishing signal from noise such

as a laser power fluctuation shot-to-shot, or inhomogeneous dark counts due to

temperature variations across the CCD. DSHM avoids this difficulty, since the signal

can be recorded in a near optimal way by encoding it in high spatial frequency

interference fringes over the entire CCD, thus DSHM can display a shot-noise limited

sensitivity beyond those of regular techniques.

The holographic enhancement in imaging sensitivity was further explored for

number resolving detection of atomic samples (see chapter 7). Similar to the retrieval

of φ and OD, the column density ρc was easily extracted from the complex ratio

Es/Er. As shown in chapter 7, the sensitivity to atom number per resolution area

δNatom was determined by summing the sensitivity to column density δρc over the

smallest resolvable area δNatom = 4δρcAr = 4
√

2κApAr/Nmax|σ̃|2. Then it is easy

to see that a combination of approaches can be undertaken to improve the atom

number resolution with holographic microscopy including, a reduction in Ar with an

increased NA, an improvement in the holographic enhancement factor κ, restriction

of the atomic motion to within 4Ar during imaging, and choosing a camera with a

large bit depth.

To pursue the first approach in this work, a sensitivity to atom number of

δNatom = 2.7 was first demonstrated with NA = 0.07 DSHM, then by improving the

NA to 0.16 with lenses, a sensitivity near the single atom level was demonstrated

δNatom = 0.75 (see chapter 7). An attempt was made to observe quantised atom

numbers by restricting atomic motion during the probe with a dipole trap. With

atoms successfully loaded into the trap (see chapter 7), the next step is to pursue
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imaging of the trapped atoms while cooling with the NA = 0.16 DSHM. In addition,

imaging a MOT for an extended exposure time of 10 ms at the shot-noise and

diffraction limits (see chapter 7) was demonstrated, a pre-requisite for number

resolving detection of weakly confined gases over long exposure times [19–21,190].

Further advantages intrinsic to holographic microscopy include, the possibility of

3D imaging and the ability to image lens and/or aberration free, the latter of which

is demonstrated with modest NA = 0.07 and NA = 0.16 DSHM (see chapter 5). A

continuing goal of the research group is to pursue the advantage of 3D imaging for

imaging all occupied sites of a 3D optical lattice.

Outlook and evaluation

The author hopes that by addressing the noise problems in cold atom holography

and demonstrating precise imaging of cold atoms at the shot-noise and diffraction

limits, the work described in this thesis will open the doorway to regular use

of holographic microscopy in cold atom research, particularly for retrieving 3D

information with arbitrary probe detuning. Furthermore, this preliminary work

has demonstrated the relatively unknown holographically enhanced sensitivity in

measuring probe phase shift and attenuation, which may permit off-resonant imaging

with single atom sensitivity.

Off-resonant probing with the developed holographic microscope may be exploited

to alleviate difficulties associated with near-resonant absorption imaging of optically

dense clouds, such as resonant dipole-dipole interactions inhibiting simple retrieval

of the probe absorption by dense clouds via Beer’s law [39] and multiple photon

scattering in dense gases leading to a deviation in the expected absorption cross-

section [40–42].

Increasing the complexity in the reference field Er, as demonstrated in this work,

may be useful for twin image removal outside the bounds of cold atom research,

such as in holography of biological samples [26, 202] and x-ray holography [121,203].

Furthermore, the increased reference field complexity offers the possibility of probing

the sample with both sources simultaneously, and could be explored to permit

sub-diffraction limited resolution via structured illumination [204].

Improving the NA further to 0.7 with atom chip DSHM as discussed in section 7.3.1,

should permit off-resonant (∆ = 8Γ) DSHM with single atom sensitivity (see

chapter 7). Taking advantage of the lensless nature of DSHM, diffraction limited

and high resolution [80] imaging of cold atom samples will be possible without lens

aberration. At high NA with sparse objects, such as single atoms in a 3D optical
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lattice, three dimensional DSHM can be conducted with holographic depth of field

without imaging lenses (see section 7.3.1). Utilising the benefits DSHM promises for

off-resonant detection of atoms in an optical lattice is a research avenue demanding

further attention, since single atom sensitive holographic microscopy may permit

precise phase imaging of optical lattice sites with multiple atom occupancy, and

extend the range of observables in quantum gas microscopy [19–22]. Furthermore,

3D resolving of optical lattices with large atom numbers and single atom sensitivity

may pave the way to a scalable quantum computer [189,190].
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Appendix A

Temperature determination via

the time of flight technique

A standard technique used with absorption imaging to determine the temperature

of cold atom samples is the the time of flight (TOF) technique [166, 205–207].

This method was used in the first experiment to measure a cold atom gas with a

temperature below the Doppler limit (eq. (B.7)) [72].

The expansion of an atomic cloud is recorded over time. From this expansion the

temperature of the cloud can be deduced. With j = x, y, z, the j-axis velocity (vj)

for atoms in a atomic sample obey a Maxwellian distribution

f (vj) =

(
ma

2πkBTj

)1/2

e
−
mav

2
j

2kBTj , (A.1)

where ma is the atomic mass and Tj the temperature along the j-axis. Equation (A.1)

has the form of a Gaussian, as does the position distribution given by,

P (j) =
1

σj (t)
√

2π
e
− j2

2(σj(t)−σj(0)) , (A.2)

where the parameter σj (t) is the standard deviation of the distribution and σj (0)

is the standard deviation at a time t = 0. Equating the exponents of eqs. (A.1)

and (A.2), the expansion of the cloud as a function of time follows,

σj (t) =

√
σj (0) +

kBTj
ma

t2. (A.3)
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Figure A.1: Time of flight graph, with σ̄2 plotted against t2. The red line is a linear
fit to the data, the temperature extracted from this graph is 87 µK.

.

To extract the temperature using absorption imaging, images of the atomic

position distribution can be recorded at different times t after the release of the

atomic sample. Fitting each image with a 2D Gaussian allows identification of σj (t)

for each one. A plot of σj (t)2 versus t2 results in a straight line graph with gradient

G = kBTj/ma and a y-axis intercept of σj (0). Extracting G with a linear fit, the

temperature is determined using

Tj =
maG

kB
. (A.4)

To demonstrate the ability of DSHM to image atomic samples with Nf > 1, a TOF

experiment to determine the MOT temperature was conducted, see fig. A.1. With a

compressed MOT of 87Rb atoms to reduce the sample spatial extent prior to imaging,

a MOT temperature of 87 µK was determined using eq. (A.4), below the Doppler

temperature of 146 µK for 87Rb [67].
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Appendix B

Additional discussions on laser

cooling

The forces that arise upon an atom at rest in a one dimensional radiation field along

the z-axis can be calculated using the Ehrenfest theorem, which states that the force

is given by the negative expectation value of the gradient of the Hamiltonian,

F = −

〈
∂Ĥ

∂z

〉
= −Tr

(
ρ̂
∂Ĥ

∂z

)
. (B.1)

This expression is analogous to the classical description of a force being the neg-

ative derivative of a potential. Using eq. (B.1) and invoking the rotating wave

approximation [46–48], the force depends on the coherences of the density matrix,

F = ~
(
∂Ω

∂z
ρ∗12 +

∂Ω∗

∂z
ρ12

)
. (B.2)

The derivative of the Rabi frequency is split into its real and imaginary parts,

∂Ω/∂z = (qr + iqi) Ω. The real part describes the spatial gradient of the field

amplitude whilst the imaginary part corresponds to the phase gradient. Using the

steady state solution of eqs. (2.17) to (2.20) for ρ12,

F =
~s

1 + s

(
−∆qr +

Γqi
2

)
. (B.3)

When an atom is illuminated with a single plane beam of light (a travelling wave) its

amplitude is constant but the phase is not so qr = 0 and qi = k, where k is the wave
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Figure B.1: A single beam of radiation excites the transition in a two level atom
resulting in a radiation force Fscat along the beam direction. Each spontaneous
emission event is random and the recoil momentum received by the atom averages
to zero over many events.

number. When it is illuminated with two beams of light with equal amplitude in

opposing directions (a standing wave) the phase is constant but the amplitude is not,

hence in this regime qr = −k tan (kz) and qi = 0. Using these two situations, the

expression for the force can be split into two separate constituent parts, a dissipative

scattering force and a conservative dipole force. An atom in a radiation field can

spontaneously emit a photon, resulting in a force acting upon it. During absorption

of light from a travelling radiation field there is a transfer of momentum to the

atom. Following this absorption, the atom can spontaneously emit a photon, thus

there is further momentum transfer in a random direction. This random momentum

transfer due to spontaneous emission averages to zero over many emissions. Thus

using eq. (2.26) and eq. (B.3) the magnitude of the scattering force exerted by the

radiation field is given by

Fscat = ~kΓρ22 = ~k
Γ

2

s0

1 + s0 + (2∆/Γ)2 . (B.4)

This is simply a product of the momentum transfer per photon scattered ~k, the

excited decay rate Γ and the probability to be in the excited state ρ22. This force

corresponds to the second term in eq. (B.3), which is non-zero in travelling wave

illumination and zero in a standing wave. At large intensities and with detuning near

resonance (s� 1), the atomic transition saturates and the excited state population

ρ22 → 1/2, see eq. (2.26). Hence under these conditions the force reaches a maximum

value Fmax = ~kΓ/2. As this force relies on the spontaneous scattering of light out of
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the radiation field, it is a dissipative force, since the reverse of spontaneous emission

is impossible [46]. This dissipation of energy via the scattering force is used as a

mechanism for cooling atomic samples.

In a standing wave of two equal opposing plane waves the scattering force vanishes

as the momentum received from a beam propagating in one direction is equal to that

received by a beam propagating in the opposing direction. Leaving only the force

known as the dipole force, which corresponds to the first term in eq. (B.3). When

|∆| � Γ,Ω, this dipole force approaches the negative derivative of the light shift, see

eq. (2.11),

Fdip ' −
∂ (~δωa.c)

∂z
=

~Ω

2∆

∂Ω

∂z
. (B.5)

The light shift acts as a potential in which the atoms move. For ∆ < 0 the potential

is attractive with respect to intensity and has a minimum where the intensity is

largest (i.e. atoms are attracted the the anti-nodes of a standing wave.). For ∆ > 0

the reverse is true and the atoms are repelled from the anti-nodes. The dipole force

that is proportional to the gradient of the light shift does not saturate at large

intensities as in the case of the intensity dependant scattering force. However it

cannot be directly used to cool as it is conservative. It can be used in conjunction

with spontaneous emission to trap and cool atomic samples [73,74].

B.0.1 The Doppler cooling limit

The isotropic nature of spontaneous emission results in the atoms receiving a

momentum kick in a random direction after each emission. For an atom in a standing

wave it is assumed that the scattering rate is twice that of a single beam, and the

effect of the optical force on the atoms is ignored momentarily. For atoms undergoing

spontaneous emission the atomic velocity undergoes a random walk in a time t, and

the mean square velocity increases along the z−axis as v̄2
z(scat) = 2v2

rΓρ22t/3. Here

vr is the recoil velocity and the factor of 1/3 is the angular average for isotropic

emission. This only accounts for the spontaneous emission from one of the standing

waves, thus the true value is three times larger. Before a spontaneous emission a

photon is absorbed. The number of photons absorbed from a single standing wave in

each time period t is not constant. This results in a one dimensional random walk of

the mean square velocity, v̄2
z(abs) = v2

r2Γρ22t, with all photons being absorbed along

the same axis. Including these additional fluctuation terms and accounting for the

effect of the mean optical force eq. (2.51), the rate of change of the kinetic energy is

175



176

given by,
1

2
m
dv̄2

z

dt
= 2mv2

rΓρ22 − αv̄2
z. (B.6)

With the recoil energy given by Er = 1
2
mv2

r , and using eq. (B.6) it can be shown

that in steady state v̄2
z = 4ErΓρ22/α. The velocity along the z−axis is related to

the temperature by 1
2
mv̄2

z = 1
2
kBT . Substituting for α and ρ22, and with s0 � 1 so

it can be ignored in the denominator of eq. (2.26),an expression for the temperature

that is at its minimum TD when ∆ = −Γ/2 can be found,

TD =
~Γ

2kB
. (B.7)

This Doppler temperature was thought to be the limiting temperature for the

optical molasses technique. But the two level treatment is too simple and there are

mechanisms that allow cooling beyond TD such as the linear-perpendicular-linear

Sisyphus cooling mechanism operated on atoms with degenerate ground states (see

appendix B.0.2). The optical molasses technique produces a force that is dependent

on the atomic velocity, as this is not a position dependent force it is not a trap for

atoms and they are easily able to diffuse out of the overlap region of the beams.

B.0.2 Sisyphus cooling
The Doppler limit was soon seen as an inadequate limit for laser cooling of cold

atoms when a temperature of 43± 20 µK was measured in an optical molasses of

Sodium atoms [72] using the time of flight technique (see appendix A), well below

the predicted Doppler limit of TD ≈ 240 µK. This observation led to the discovery

of new cooling mechanisms that can explain the low temperature. Sisyphus cooling

describes a group of cooling schemes that involve an atom travelling in a spatially

varying potential. In general, if an atom exists in a state which expends a large

amount of kinetic energy as it travels up a potential gradient and can be switched

to a state which receives less kinetic energy as it travels down the gradient, it will

slow down over many cycles in a process reminiscent of the Greek Sisyphus myth.

For ease of discussion, one of the more simpler realisations of Sisyphus cooling are

covered, which is a well established sub-Doppler cooling mechanism.

Linear-perpendicular-linear polarisation gradient cooling

As the name suggests, linear-perpendicular-linear polarisation gradient cooling

is a type of Sisyphus cooling that consists of creating a standing wave from two

opposing beams with linear polarisation. The method utilises the differing effect
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Figure B.2: The effect of the varying polarisation P along a standing wave formed by
two counter-propagating beams with linear polarisation on the magnetic sub-states
states of a J = 1/2 to J = 3/2 transition in a multilevel atom. The solid black lines
displays a “trajectory” that an atom can undertake in such a standing wave. The
varying polarisation allows the atoms to switch ground states after a spontaneous
emission, as the light shifts of the sub-levels are out of phase with each other the
atom can be made to perpetually travel up potential gradients, with the kinetic
energy that was converted into potential energy while travelling up the potential
carried away by the spontaneous emission.

177



178

of the polarisation on the light shift of different magnetic sub-levels [74]. Two

counter-propagating plane waves with linear polarisation produce a standing wave

with polarisation at a particular distance along the wave depending on the relative

phase of the two beams, see fig. B.2. The simplest case where this cooling mechanism

works requires an atom with ground and exited state angular momenta of J = 1/2

and J = 3/2 respectively. The ground state has two magnetic sub-levels MJ = ±1/2,

whilst the excited state has four M ′
J = ±1/2,±3/2. For more complex atomic

structures than the two level atom, the a.c. Stark shift of the two ground states

depends on the polarisation of the light through the Clebsch-Gordan coefficient C12,

which describes the coupling between the atom and the radiation [47],

δωa.c. =
∆s0C12

2

1 + (2∆/Γ)2 . (B.8)

The light shift of the ground MJ = 1/2 magnetic sub-level is three times larger than

that of the MJ = −1/2 ground sub-state when the polarisation of the resultant light

field is σ+, and vice versa for σ−.

Consider the situation in fig. B.2, an atom begins with all the population in the

MJ = 1/2 ground state at z = −λ/8. At this location the polarisation of the light

field is σ+ and the strongest transition the light will excite is the cycling transition

to the M ′
J = 3/2 state, which can only decay back to the MJ = 1/2 ground state

resulting in no loss of kinetic energy. As the atom travels along the standing wave,

the MJ = 1/2 state travels up a potential gradient as the polarisation changes with

z. When it reaches z = λ/8, the light field polarisation is σ− and the coupling

to the M ′
J = −1/2 state is at its strongest. From this excited state the atom can

spontaneously emit a photon, after which the entire population can decay to either

of the MJ = ±1/2 ground states. If the atom decays to the MJ = −1/2 state it

looses more energy than if it were to decay to the MJ = 1/2 state, since at this σ−

polarisation the the light shift is larger for the MJ = −1/2 sub-level. With the atom

now in the MJ = −1/2 sub-level, the atom is at a location where the polarisation

is σ− and the transition with the strongest coupling is the cycling transition to the

M ′
J = −3/2 excited state. As the atom travels further along the standing wave, the

polarisation continues to change and the MJ = −1/2 state travels up a potential

gradient until it reaches z = 3λ/8 where the light is σ+. Now the coupling to the

M ′
J = −1/2 state is at its strongest, and after a spontaneous emission from this

excited state the entire population can decay to either of the ground states, thus
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the process can continue. If there is a switch of the ground state sub-level after

spontaneous emission, the kinetic energy the atom converts into potential energy as

it travels up a potential gradient is taken away by the spontaneous emission. If there

is no switch of the ground state then there is no change in the kinetic energy. Over

many averages of this Sisyphus mechanism the atomic kinetic energy will reduce,

since depending on the decay channel the atom either looses kinetic energy or exhibits

no change in kinetic energy after each spontaneous emission.

The energy that is carried away by each photon when there is a switch of the

ground states is equal to the difference in light shift between the two ground states

U0. When the atoms kinetic energy is below U0 it can no longer reach the top of the

potential, thus cooling will cease. As the light shift is proportional to I/|∆|, then so

is the temperature,

kBT ' U0 ∝ I/|∆|. (B.9)

This method of Sisyphus cooling requires initial Doppler cooling of atoms, for example

in an MOT (section 2.2.3), as the capture velocity vc, related to the population

transfer rate Γtrans between the ground states after a spontaneous emission, is small

compared to the capture velocity of the MOT. If |∆| � Γ in the standing wave,

then Γtrans can be calculated from eq. (2.26) as Γtrans = s0Γ3/4∆2. The mechanism

works best for atoms that have velocity v = λΓtrans/4 such that they are likely

undergo a ground state population transfer each time they travel a distance equal

to λ/4. This discussion has ignored the effect of stray magnetic field on the cooling

scheme for example the Earths magnetic field at ∼ 5× 10−4 T produces a Zeeman

shift comparable to the light shift required to cool to sub µK temperatures. This

limits cooling to ∼ 10 µK, thus stray magnetic fields are often eliminated in laser

cooling labs with compensation coils. Other types of Sisyphus cooling include σ+-σ−

polarisation gradient cooling [47, 73] and magnetically induced laser cooling [47, 208].

However reducing the the factor I/|∆| in eq. (B.9) toward zero does not reduce

the temperature toward zero, since the recoil from random nature of spontaneous

emission results in a temperature limit to this cooling mechanism known as the recoil

limit (see appendix B.0.3).

B.0.3 The recoil limit

Naively one would think that simply by reducing the factor I/|∆| in eq. (B.9),

the atomic kinetic energy could be reduced toward zero for the linear-perpendicular-

linear polarisation gradient cooling scheme. However, when an atom undergoes a
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spontaneous emission it receives a random momentum kick that increases the kinetic

energy by the recoil energy Er, when this recoil energy balances the energy lost

by climbing up a potential gradient U0 = Er, there will be no net loss of energy

and Sisyphus cooling will cease. A thorough investigation into the cooling limit

of the Sisyphus mechanism was presented in [209] where they find the minimum

kinetic energy to be a few tens of times the recoil energy. The recoil temperature Tr

associated with the recoil energy can be found using 1
2
kBTr = Er, with a substitution

for Er,

Tr =
mv2

r

kB
=

~2k2

kBm
. (B.10)

Atomic species with larger mass have a lower recoil temperature than lighter ones.

As an example, the recoil temperature for 87Rb is vr = 5.89 mm/s whilst for the

lighter 11Na the recoil velocity is vr = 2.95 mm/s.
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Saturated absorption spectroscopy

The resolution of standard absorption spectroscopy at room temperature is limited

by the effect of Doppler broadening on the spectral lines. In saturated absorption

spectroscopy, the effect of Doppler broadening is eliminated by use of an intense

pump beam that is counter-propagating to a weaker probe beam used to measure

the absorption of a gas of atoms often contain within a glass vapour cell.

C.1 Absorption Spectroscopy

The standard set up for absorption spectroscopy using a glass vapour cell is to

have a probe laser beam pass through the cell and hence through the vapour of

atoms contained within. The absorption of the probe beam as it passes through

the vapour cell is described using Beer’s law [46]. A Schematic of the set-up for

absorption spectroscopy is displayed in fig. C.1.

Figure C.1: Displayed is a schematic of the set up required to acquire an absorption
spectrum. Inside the vapour cell would be a gas of atoms for (for example Rubidium).
The frequency of the laser can be controlled, so that the laser frequency can be
scanned over a certain time frame.
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182 C.1. Absorption Spectroscopy

Consider the case where the atoms in the vapour cell are two level atoms. The

difference in energy between these two levels is E = hf0, where f0 is the resonant

frequency. In the absence of any external radiation the population of the excited state

will decay to the ground state with a mean lifetime τ . The Uncertainty principle

∆E∆t = ~, (C.1)

results in a broadening of the line with a full width at half maximum (FWHM) given

by Γ = 1
τ
, this is known as the natural line width of the transition, and this process

is often referred to as natural broadening. However, this is not the only broadening

mechanism. Consider that the atoms within the vapour cell have a temperature T ,

thus they will have a distribution of velocities within the vapour cell. As the lasers

frequency is scanned it can interact with a larger number of atoms in the vapour cell.

Each atom absorbs radiation at an angular frequency ω0 = 2πf0 in its rest frame,

thus atoms moving at a velocity v see the incoming laser beam with a frequency

shifted by the Doppler effect. these atoms are most likely to absorb radiation from

the beam when,

∆ = kv. (C.2)

The fraction of atoms in the vapour cell with a velocity in the range v to v + dv is,

F (v) dv =

√
ma

2πkBT
exp

(
−mav

2

2kBT

)
dv, (C.3)

Where ma is the mass of the atom [46] and T the temperature. Using equation

eq. (C.2), it can be shown that v = c
(
f−f0
f0

)
and dv = c

f0
df , thus,

g (f) df =
c

f0

√
ma

2πkBT
exp

(
−maC

2 (f − f0)2

2kBTf 2
0

)
df. (C.4)

When the incident laser beam is at the resonant frequency f0, the above Gaussian

line shape function reaches a maximum. When f − f0 = 0, the exponential term

becomes one, thus the maximum of the line shape is,

g (f0) =
c

f0

√
ma

2πkBT
. (C.5)
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Figure C.2: This is a plot of theline shape given by equation eq. (C.4), as can be seen
here the FWHM of the peak is 0.5 GHz for 87Rb in a vapour cell at a temperature
of 300K.

The FWHM of this Gaussian line shape occurs when g (f) = g(f0)
2

=

g (f0) exp (− ln (2)), thus using equation eq. (C.4),

− ln (2) = −maC
2 (fD − f0)2

2kBTf 2
0

, (C.6)

where fD is the frequency of the laser at half the maximum peak value. Then

rearranging for fD − f0,

fD − f0 =

√
2 ln (2) kBTf 2

0

maC2
=

1

λ0

√
2 ln (2) kBT

ma

. (C.7)

With the knowledge that the distribution is symmetrical about the maximum, the

Doppler broadened line width is,

∆fD = 2 (fD − f0) =
2

λ0

√
2 ln (2) kBT

ma

= 2 ln (2)
u

λ0

, (C.8)

where u =
√

2kBT
ma

is the most probable speed for the atoms. The fractional width is

thus,
∆fD
f0

= 2 ln (2)
u

c
. (C.9)

This Doppler broadening mechanism causes a problem in terms of the resolution.

183
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Take the example of the 87Rb isotope with T = 300 K, the Doppler broadened line

width is 0.51 GHz as shown in fig. C.2. This width is larger than the hyperfine

splitting between all of the hyperfine levels in the 5P3/2 state which is ≈ 494 MHz.

This method would not resolve the hyperfine structure, thus the true spectra would

be hidden in the Doppler broadened line. The true line shape is a Voigt, which is a

convolution between the Lorentzian natural line shape and the Doppler broadened

Gaussian line shape. If the width of the Gaussian line shape is much larger than the

natural line width then this line shape is well approximated by a Gaussian.

C.2 Saturated Absorption Spectroscopy
In saturated absorption spectroscopy a weak probe beam is passed through the

glass vapour cell as would occur in regular absorption spectroscopy. Except a strong

pump beam is also sent through the vapour cell in such a way that it is counter

propagating to the probe beam and overlaps the probe beam inside the vapour cell.

Both the pump and probe beams originate from the same laser, thus have the same

frequency f . Using the optical Bloch equations (see chapter 2), the exited state has a

population given by eq. (2.26). When I � Is, the transition saturates and ρ22 → 1/2

(see chapter 2). At these intensities power broadening [46] becomes important, which

leads to an increased linewidth given by,

Γ′ = Γ

(
1 +

I

Is

)1/2

. (C.10)

This power broadening occurs because the saturation effect of the transition at high

laser intensities reduces the absorption near f0, further from the resonant frequency

the absorption changes little [46].

The experimental set-up for saturated absorption spectroscopy is displayed in

fig. C.3. Both the pump and probe beams have the same frequency f . When the

lasers frequency is scanned, the frequency of the pump and probe beams are scanned

in the same way. If the pump beam is blocked before it enters the vapour cell, then

the same result would be observed as for absorption spectroscopy. If the pump beam

in unblocked, it passes through the vapour cell and can interact with atoms that

have a velocity,

v = (f − f0)λ. (C.11)

This is because atoms moving with this velocity will see the laser beam Doppler

shifted into resonance. And due to the power broadening effects it will also interact
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Figure C.3: Displayed is the apparatus required to achieve saturated absorption
spectroscopy. The laser beam from is split into two separate beams by a beam
splitter, the probe beam is much weaker than the pump beam.

with a few velocity classes surrounding the value of v given by equation eq. (C.10).

The atoms that lie within this velocity range are excited to the upper state, thus

reducing the ground state population of the atoms moving at these velocities. This

process is often referred to as “hole burning” (i.e. a hole is burned in the ground

state population of the atoms). As the pump beam intensity I > Is, these atoms

transitions become saturated. Consider the scenario where v/λ� Γ, the probe beam

interacts with atoms moving with the same speed as those interacting with the pump

beam but in the opposing direction (−v), since this beam is counter-propagating

to the pump. As the pump beam interacts with a different velocity class to the

probe it has no effect on the probes interaction. However, there is a scenario where

both the pump and probe beams can interact with the same velocity class at the

same time. Consider the scenario where frequency of the pump and probe beams

are equal to the atomic resonant frequency f = f0, then both beams will interact

with the same velocity class (v = 0) as equation eq. (C.11) becomes zero. Now the

pumps interaction with the atoms can have a significant effect on the absorption of

the probe. In the overlap region with the probe, the pump saturates the transitions

of the atoms moving at v = 0. When the probe passes through the overlap region

with the pump, it sees atoms that have their transitions saturated by the pump,

thus the probe will have a reduction in its absorption. Due to stimulated emission

processes the probe can be amplified as it interacts with the saturated atoms. The

detector will record a higher light intensity for the probe when it has a frequency

around f0 when compared to frequencies where |f − f0| � Γ′. From the point of
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186 C.2. Saturated Absorption Spectroscopy

Figure C.4: Displayed is a drawing of a simple three level system with a single
ground state |1〉 and two excited states |2〉 and |3〉.

view of the detector, as the lasers frequency is scanned, for frequencies f 6= f0 the

same Doppler broadened absorption profile as with regular absorption spectroscopy

will be observed. The pump beam and probe beam interact with different velocity

classes and do not effect one and other. On top of this Doppler broadened Gaussian

absorption line shape, a reduction in the absorption about f = f0 will be observed.

This reduction appears as a peak with Lorentzian line shape that is broadened by

the power broadening mechanism with a width given by equation eq. (C.10).

C.2.1 Cross-over Resonances

In real spectra obtained by saturated absorption spectroscopy, more peaks than

are explained in appendix C.2 are observed. Additional decreases in absorption are

seen exactly half way between the peak locations that correspond to the atomic

resonances. This is due to the fact that real atoms are not well described by the

two-level system. The simplest system that can be considered where these additional

cross-over resonances occur is the three level system. Consider a three level atom that

has one ground state and two excited states as depicted in fig. C.4. The frequency

of the pump and probe beam is again given by f whilst the resonant frequency of

the transitions from state |1〉 to |2〉 and |1〉 to |3〉 are f0,2 and f0,3 respectively. The

detuning of the pump and probe lasers from the |1〉 to |2〉 and |1〉 to |3〉 transitions

are ∆2 and ∆3 respectively. As before, the pump and probe can interact with the

atoms moving at zero velocity when f = f0,2 or when f = f0,3 and absorption can

be reduced for the probe beam as described in section appendix C.2. In the three

level system there are two further situations where the pump and probe laser beams

can interact with the same velocity class of atoms at the same time. Consider the
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situation where the probe and pump beams have frequency f0,2 < f < f0,3. The

probe beam is blue detuned with respect to the |1〉 to |2〉 transition, thus it will

excite this transition in atoms that have a velocity

vprobe =
f − f0,2

λ
. (C.12)

As f > f0,2, the velocity is negative and the probe excites the |1〉 to |2〉 transition

in atoms moving away from its source. The pump can interact with the atom, by

exciting the |1〉 to |3〉 transition this occurs when,

vpump =
f − f0,3

λ
. (C.13)

As f < f0,3 the velocity is positive, thus the pump can interact with atoms moving

toward its source. Then at the same time the probe interacts with atoms moving in

the direction of its propagation, the pump interacts with atoms moving against its

direction of propagation, thus both beams interact with atoms moving in the same

direction. The two velocity classes that these beams interact with can become the

same if vprobe = vpump. Under this condition the frequency of the pump and probe

beam reqired is,

f =
f0,3 − f0,2

2
. (C.14)

When this condition is met the pump and probe beams are interacting with the

same velocity class of atoms, but with two different transitions within the atoms.

The significance of this is much the same as if they were interacting with the same

transition for atoms moving at zero velocity as described in section appendix C.2.

The pump will interact with the |1〉 to |3〉 transition and saturate the atoms it

interacts with. In the crossover region between the pump and probe beams in the

vapour cell, the probe will see atoms that have been saturated by the pump on the

|1〉 to |3〉 transition. Then the probe beam will see a reduction its absorption in this

crossover region with the pump beam.

Yet there is another velocity class of atoms, for which the above is true. If the

transitions that each beam interact with are reversed compared to the previous

treatment, the probe now excites the |1〉 to |3〉 transition and the pump the |1〉 to

|2〉 transition. The probe beam is red detuned from the |1〉 to |3〉 transition and it
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will excite this transition in atoms moving at a velocity,

vprobe =
f − f0,3

λ
. (C.15)

Now f < f0,3 and vprobe > 0, the probe excites this transition in atoms moving

toward its source. At the same time the pump can excite the |1〉 to |2〉 transition in

atoms moving with a velocity,

vpump =
f − f0,2

λ
. (C.16)

Now f > f0,2, thus vpump < 0 and the pump excites atoms moving away from its

source. As before these two velocity can be equal and the frequency at which this

occurs is again exactly the same frequency given by equation eq. (C.14). The probe

beam will see atoms that have their |1〉 to |2〉 transitions saturated by the pump

beam in the overlap region between the two beams in the vapour cell. the probe

will see a reduction in the absorption at this frequency. When the pump and probe

have a frequencies given by equation eq. (C.14), the pump and probe beams can

interact with two separate velocity classes of atoms simultaneously. The probe beam

will see an even larger decrease in absorption in the vapour cell as it can interact

with twice the amount of atoms (i.e. the velocity class at v and −v simultaneously).

These peaks that occur half way between two resonant frequencies of two transitions

within the atom are called cross-over resonances. This decrease in absorption can

give an even larger decrease in absorption than the case of the pump and probe

interacting with the same transition for atoms moving at v = 0, since larger numbers

of atoms interact with the pump and probe beams. Larger peaks in the saturated

absorption spectrum are expected for cross over resonances. Experimenters often

prefer to dither lock [166] their lasers to these larger peaks, since they provide a

more defined frequency reference.

C.2.2 Experimentally Observed Spectra

Using the relations and information discussed in the previous sections, what is ob-

served in saturated absorption spectra obtained experimentally can be interoperated.

The spectrum displayed in fig. C.6 was obtained using Rb vapour in a vapour cell

in a set up similar to that displayed in fig. C.3. Rb is predominantly composed of

two isotopes, the stable 85Rb, and the radioactive 87Rb with a half life of about 49

billion years. 87Rb has a 28% abundance with the rest composed of mainly 85Rb.
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Figure C.5: Schematic taken from [210] showing the hyperfine energy levels of the
85Rb D2 line with the frequency splitting between the levels. The approximate Lande
gF factors for the levels are given, with the corresponding Zeeman splitting between
adjacent magnetic sublevels.
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190 C.2. Saturated Absorption Spectroscopy

Figure C.6: The spectrum on the left is that obtained for the D2 line in 85Rb. The
spectrum on the right is from 87Rb it has the same peak structure as 85Rb but the
peaks have a larger spacing between them.

The ground state of Rb is the 5S1/2 state. The atom can be excited to the 5P sate

by either going from 5S1/2 → 5P1/2, which is called the D1 transition, or by the

D2 transition 5S1/2 → 5P3/2. This discussion will focus on the D2 transition. The

hyperfine splitting arises due to the coupling of the total angular momentum and

the nuclear spin [46].

For 87Rb, a schematic of the D2 transition is displayed in fig. 4.4, whilst a schematic

the 85Rb D2 line displayed in fig. C.5. looking at the D2 line in 87Rb, and considering

the transition from F = 2 → F ′ = 1, 2, 3, first peaks should be observed in the

saturated absorption spectrum corresponding to the laser beam interacting with

each of the three transitions when the atoms have zero velocity. As well as the

three resonance peaks, crossover resonances are expected half way between each

of the transitions. The same is expected for 85Rb, except the separation between

the peaks is less, since the hyperfine splitting is smaller. Considering the relative

abundance of 85Rb compared to 87Rb, a larger signal is expected from 85Rb, since

there are more atoms there for the beam to interact with. Larger peaks are expected

for crossover resonances, since the beams interact with larger numbers of atoms.

The spectrum displayed in fig. C.6 was obtained by scanning the frequency of an

ECDL [164,165] by adjusting the voltage to a piezoelectric transducer that adjust
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the orientation of a grating placed in front of the output of the laser. Looking at

fig. C.6, two large Doppler broadened absorption profiles can be seen. The larger

profile (to the left) is due to 85Rb, and the smaller profile (on the right) is due to
87Rb. This difference in the two absorption profiles is expected from their relative

abundance. Inside the Doppler broadened absorption profiles peaks can be seen in

the normalised transmission. These peaks corresponds to the transitions between the

hyperfine levels in the D2 line. The transitions shown in this spectrum are all excited

from the ground F = 2 state. The F = 2→ F ′ = 1 peak is unresolvable as it weaker

than the nearest crossover peak. Using the simple theory presented in the previous

sections predictions of the structure of the saturated absorption spectrum can be

made. These peaks can be used to generate an error signal, which is essentially the

derivative of the line of the peak. this error signal can be used in a PID (Proportional

Integral Derivative) control system to dither lock [166] the frequency of the laser to

one of the transitions or to one of the crossover resonances if desired.
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Appendix D

Acousto-optic modulators

Acousto-Optic Modulators (AOM’s) are devices that use sound waves to diffract

light. The diffracted light experiences a frequency shift corresponding to an integer

multiple of the sound frequency. AOM’s consist of a piezoelectric transducer and a

crystal, through which the sound waves propagate. The AOM is used widely in the

field of laser cooling and atomic physics for high speed manipulation of the frequency

and intensity of laser light.

D.1 Theory
Inside an AOM, sound waves propagate at the velocity of sound in the crystal

(vs). The sound waves are essentially pressure waves that increase and decrease the

density of the crystal periodically, thus periodically altering the refractive index of

the crystal. This acts as if there multiple moving interfaces within the crystal. What

the light ‘sees’ when it propagates through the crystal is a diffraction grating moving

at velocity vs.

D.1.1 Bragg’s Law

Considering the case where there are multiple interfaces within the crystal each

separated by a distance λs, which is analogous to the description of atoms in a crystal

lattice. A ray of light impinging on one of the interfaces with an angle of incidence

θ, will be reflected with the same angle of reflection. A proportion of the beam will

be transmitted through the interface, where it can be reflected by the next interface

a distance λs from the first. This results in two rays being reflected off successive

interfaces within the crystal, see fig. D.1. The condition that the two rays undergo

constructive interference is known as the Bragg’s condition. For this to hold, the
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Figure D.1: Bragg diffraction off periodic interfaces.

path difference between the two rays must equal an integer value of the wavelength

of light (λ),

(AC + CD)− (AB) = nλ, (D.1)

where AC, CD and AB represent the distance between the points A, B, C, or D,

see fig. D.1. Looking at the geometry in fig. D.1 it can be shown that,

AC = CD =
λs

sin θ
, (D.2)

AD =
2λs

tan θ
. (D.3)

Using eqs. (D.2) and (D.3), an expression for AB can be found as,

AB = AD · cos θ =
2λs

tan θ
cos θ =

2λs
sin θ

cos2 θ. (D.4)

Substitution of eqs. (D.2) to (D.4) into equation eq. (D.1) gives Bragg’s law [211],

nλ =
2λs
sin θ

(
1− cos2 θ

)
= 2λs sin θ. (D.5)

D.1.2 Propagating sound wave

Considering the case where a sound wave is propagated through a crystal, the

travelling pressure wave causes the crystal to have a periodic density modulation

matching the period and speed of the sound. This density change also causes the

refractive index of the crystal to alter periodically. This effectively introduces multiple
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moving interfaces in the crystal that propagate in tandem with the sound wave.

Once the sound wave reaches the end of the crystal it is prevented from reflecting

back toward its origin using an acoustic absorber, which is usually an angled cut of

the crystal. The light ray would observe a similar situation as in appendix D.1.1,

except now the periodic interfaces would be moving at the velocity of the sound

wave, see fig. D.2. Taking the example in shown in fig. D.2, the incoming light ray

with frequency f sees the periodic interfaces traveling toward it at a velocity vs. The

zeroth order (m = 0) diffracted ray will pass through the crystal unaffected. The

first order diffracted beam (m = 1) will be Doppler shifted because of the motion of

the interfaces. The frequency of the first order diffracted ray f1 is Doppler shifted by

the frequency of the sound wave fs,

f1 = f + fs, (D.6)

or more generally,

fm = f +mfs. (D.7)

This frequency change can be thought of as the absorption of a phonon by the light

from the crystal. Or in the reverse process the creation of a phonon in the crystal

due to the interaction with the light field. The change in the laser beam frequency is

then given by,

δf = mfs, (D.8)

where δf corresponds to the frequency shift experienced by the light ray, hmfs is

the energy of the phonon absorbed or created and h is Planck’s constant. m < 0

corresponds to the creation of a phonon whilst m > 0 corresponds to absorption [212].

The frequency shift is required by energy and momentum conservation. Another

consequence of momentum conservation is that each order of diffraction m will only

appear at specific angles of incidence to the direction of propagation of the sound

wave. The frequency of sound typically used in AOM’s is ∼ 100 MHz. Compared

with the frequency of a near infra red laser ∼ 400 THz, the frequency of the sound

is orders of magnitude smaller. This means that the magnitude of the momentum

vectors k0 and k1(shown in fig. D.3) are approximately equal, and θ1 ≈ θ2 ≈ θ3.

These conditions must be satisfied to observe the diffracted beam of any order.
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Figure D.2: Bragg diffraction off moving periodic interfaces.

Figure D.3: The momentum vectors of the zeroth and first orders of light, and the
sound momentum in the AOM.

This frequency shifting effect is often used in laser cooling experiments to gain

precise frequency control of lasers [213]. The intensity of the diffracted rays can be

varied by altering the intensity of the sound waves in the crystal using an AOM [214].

The AOM benefits from a switching speed that is limited by the time it takes a sound

wave to propagate through the diameter of the incident beam (D), τ ≈ D/vs ∼ 10 ns.

The switching speed, intensity and frequency control makes the AOM an essential

tool for for experiments with atoms.

D.1.3 Importance of the acoustic absorber

In AOM’s, an acoustic absorber is used to prevent the sound waves from reflecting

back toward their origin, this absorber is usually an angled cut at the end of the

crystal. The acoustic absorber is important, since if it were not present a standing

wave would form in the crystal. A ray of light passing through the crystal could
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Figure D.4: Frequency shifts that occur when light ray interacts with a standing
sound wave.

interact with both sound waves that form the standing wave, thus resulting in some

unwanted effects. Displayed in fig. D.4 are the effects that can occur. Considering

only the m = −1, 0, 1 orders of diffraction, since at a certain angle only one order of

diffraction will be favoured, thus only these orders will contribute to the situation

being considered. A ray incoming to the crystal with angular frequency ω will

interact with the first sound wave (velocity upward in fig. D.4). The zeroth order

will pass through unaffected. The first order will be diffracted and have its angular

frequency shifted by ω + kvs, where k is the wavenumber of the sound wave. This

first order ray can then interact with the second sound wave (velocity downward in

fig. D.4) and again either be transmitted (zeroth order) without a frequency shift

or diffracted (first order) and frequency shifted by ω + 2kvs. The zeroth order ray

from the interaction with the first sound wave (i.e with angular frequency ω) can

also interact with the second sound wave. It can zeroth order diffract again, or it

can negative first order diffract off the sound wave, thus resulting in a ray frequency

shifted by ω − kvs. The result is that the two beams that leave the crystal are both

composed of two separate frequencies. A photo detector placed in the path of these

beams would observe the beat frequency (i.e the difference between the component

frequencies).

D.2 Operation
The simplest way to use an AOM is in the single pass configuration, see fig. D.5.

An amplified output from a radio frequency (RF) signal generator is connected

to the AOM, with RF power large enough to power the AOM efficiently. Typical
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Figure D.5: Schematic diagram for a single pass AOM set up, the lens is used to
optimize the beam shape entering the AOM for increased diffraction efficiency. The
zeroth (m = 0) order is blocked by a beam blocker.

operating power and frequency of AOM’s for use in laser cooling are ∼ 2 mW and

∼ 100 MHz respectively. The RF signal causes the Piezoelectric transducer in the

AOM to vibrate at the RF frequency, which causes a sound wave at that frequency

to propagate through the crystal. The laser beam shape and angle of incidence to

the AOM is adjusted to optimize for the positive or negative first order diffraction,

since the first order diffracted beams have a higher diffraction efficiency than those

of higher order [212].

The frequency shift of the output light in this configuration is given by eq. (D.7).

A disadvantage of this design is that when the frequency of the sound wave is altered

the diffraction angle changes, thus altering the beam direction. This can hamper

experiments that require high precision alignment and frequency modulation.

D.2.1 Double Pass AOM
Another common AOM configuration is the double pass, Again the negative or

positive first order diffracted beams are most commonly used. A diagram of the

set up is displayed in fig. D.6. The input laser beam with initial frequency f is

sent through a polarizing beam splitter (PBS), thus making it linearly polarized.

Here the beam input angle is adjusted to favour the m = +1 order of diffraction.

The m = 0 beam is blocked by a beam blocker, whilst the m = +1 sent through a

lens and a λ/4 wave plate. At the focal point of the lens a mirror is placed, thus

the beam is retro reflected back along its original path through the λ/4 wave plate
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Figure D.6: Double Pass AOM

and the lens in the reverse direction. The AOM is placed a distance equal to the

focal length of the lens (F) away from the lens, thus the retro reflected beam will re

enter the AOM optimally. The first pass through the λ/4 wave plate changes the

lights polarization from linear to circular. The second pass changes the polarization

from circular back to linear but orthogonal to the initial polarization. The light

then travels back through the AOM where it is diffracted for a second time. The

zeroth order can be blocked by a second beam blocker if unwanted. Whatever order

was collected and retro reflected on the first pass through the AOM must again be

selected on the second pass1. This second passed beam should travel back along the

reverse direction of the initial input laser beam, but now is has a polarization that is

orthogonal to the initial beam. When this beam interacts with the PBS it will be

reflected away, see fig. D.6, thus separating it from the input. And as it has passed

twice through the AOM, it has acquired twice the frequency shift of a single pass,

fDP = f + 2mfs, (D.9)

where fDP represents the frequency of the output. Similar to selecting the second

order diffraction in the single pass set up, this design can be useful if larger frequency

shift are required, since it gives twice the shift of the first order in the single pass

configuration. However this set up is advantageous compared to the single pass

configuration since adjusting the sound frequency does not adjust the output direction

1If on the first pass the m = +1 order was retro reflected back then, on the second pass through
the AOM the same order must be selected
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of the double passed beam, thus making alignment of output beam much more stable

and reliable [212].
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Appendix E

Hybrid broadband-Zeeman

slowing

In this section an attempt at building an atomic beam slower for delivering atoms

to experiments such as a MOT will be discussed. The design consists of combining

the established Zeeman [1,4, 65, 66] and broadband [70,71] slowing techniques. The

goal of the proposed slower is to create an efficient mechanism of delivering large

quantities (e.g. 1012 s−1) of slow atoms to a MOT without the need for water cooling

of the Zeeman coils or large laser power for broadband cooling.

A strong magnetic field (|B| ≈ 341 G) is required in a Zeeman slower to compensate

for the Doppler shift experienced by an 87Rb atom in an atomic beam travelling

with the most probable velocity (v = 266 ms−1 see section 2.2.1). Capturing a large

fraction of the atomic velocity distribution requires Copper coils that carry large

currents. The resistive heating from coils running high currents often require heat

dissipation in the form of water cooling. An alternative to Zeeman slowing that

avoids the need for water cooling of the coils is broadband slowing [70, 71]. However

broadband slowing requires a high power light source to have sufficient power to slow

at each frequency component.

To counteract the problem of requiring cooling for Zeeman coils and to relax the

laser power demand of a broadband slower, a hybrid slower consisting of an initial

broadband section and a second Zeeman slower section was proposed, see fig. E.1. A

Zeeman slower in the reverse configuration [46] uses a Zeeman slowing beam with

∆ = −180 MHz to slow atoms from v ≈ 140 ms−1 at the beginning of the Zeeman

section to v ∼ 5 ms−1 at the entrance of the MOT. The Zeeman slower beam is

slightly focusing along the slower tube to compensate for radial heating. The Zeeman
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Figure E.1: Schematic of the hybrid broadband-Zeeman slower design.

coils here are the same as those described in section 4.2.1, and require a maximum

field ∼ 100 G. The field produced with these coils require a current small enough

that the resistive heating in the coils can be dissipated by air cooling. With this

Zeeman slower only capable of slowing atoms that have velocity v . 140 ms−1, a

significant fraction of 87Rb atoms leaving the oven at T =370 K are not slowed.

To slow atoms that travel too fast for the Zeeman slower to capture, a broadband

laser beam can be used to slow atoms in the broadband section, see fig. E.1, to

v ≈ 140 ms−1 by the entrance of the Zeeman section. To achieve the broadband

beam, an EOM modulated with a sine wave with ∼1 V amplitude and ∼ 10 MHz

frequency is used. The modulated output from the EOM is used as a seeding beam

with a central frequency detuning of ∆ ∼ 250 MHz. The EOM modulation produces

frequency spikes displaced by integers of the sine wave frequency mirrored either side

of the central detuning. To achieve significant laser power, the modulated broadband

beam is used as seeding light for injection locking a diode laser. The broadband

output of the locked laser has a power ∼ 30 mW. This beam is kept narrower than

the Zeeman beam to preserve its intensity. And similar to the Zeeman beam it is

focused along the broadband slower section to a diameter ∼ 1 cm at the exit of the

collimation pipe to compensate for radial heating. When the EOM modulates with

a sufficient amplitude sine wave, at least one frequency component has a smaller

detuning than that of the Zeeman beam |∆| < 180 MHz. The broadband frequency

then spans ∆f ∼ 140 MHz, hence the largest velocity that the broadband beam can

slow is v = λ|∆max| ≈ 250 ms−1. To prevent the atoms from falling into a dark state

with respect to the broadband and Zeeman slower beams, significant repump light

resonant to the F = 1→ F ′ = 2 transition in 87Rb co-propagates with both beams

along the slower tube.
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With the Zeeman beam and coils switched on, atoms are delivered to the MOT as

expected (As described in chapter 4). However when the broadband beam is switched

on there is a reduction in the MOT fluorescence by ∼ 10 %. Numerous attempts at

adjusting the central frequency and frequency span of the broadband beam failed to

noticeably increase the MOT fluorescence. After much discussion, it was realised

that the broadband beam has frequency components with ∆ = −266 MHz that

are resonant with the F = 2 → F ′ = 2 transition, see fig. 4.4, for atoms in the

MOT, since they have small velocities. With components at this frequency the

broadband beam may blow atoms out of the MOT. In an attempt to counteract this

the broadband beam was realigned to avoid the MOT location. However even with

the realignment no noticeable increase in the MOT fluorescence could be observed.

This may be due to the broadband beam components with ∆ ≈ −266 MHz

causing significant de-pumping of atoms moving at slow velocities near the end of

the Zeeman slower section into the F = 1 ground state, hence preventing efficient

slowing. Another possible reason is that there is insufficient power in the broadband

beam for slowing over such a large frequency span.

To counteract the problem of de-pumping atoms, it is proposed here that the D1

transition in 87Rb [67] be addressed with the broadband beam. If addressing the

F = 2 → F ′ = 2 transition in the D1 line, a detuning approaching −816 MHz is

possible before the broadband beam can come into resonance with the F = 2 →
F ′ = 2 transition for low velocity atoms. With sufficient repump light co-propagating

with the broadband beam resonant with either of the F = 1→ F ′ = 1, 2 transitions,

the broadband slowing section should slow atoms to the Zeeman section. And with

a frequency significantly different from that of the Zeeman beam, the broadband

slower should not degrade the performance of the Zeeman section.
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Appendix F

Upgraded imaging system

specifications

In this section the details of the upgraded lens system for achieving higher numerical

aperture (NA ≈ 0.23) imaging with DSHM is discussed. To validate the assumption

that the E1 part of the reference field is well described by a spherical wave (see

section 3.1), the imaging system described in section 4.4.3 must be diffraction limited

and minimise aberrations introduced by the lenses and the glass cell vacuum windows.

Due to a limitation imposed by the version of OSLO used in this work [147], the

number of optical interfaces that can be modelled must be less than 10. To counteract

this the lens system is split into three sections that are coined, the focusing array, the

collimating array and the imaging array. Each section has fewer than ten interfaces,

and provided that each part of the system is diffraction limited, it is assumed that

the final system (all parts combined) is too diffraction limited.

In a cautious improvement to the earlier NA = 0.07 point source generating

lens array described in section 4.4.2, the focusing array here is designed to achieve

diffraction limited focusing with NA ≈ 0.23. The focusing lens system, see fig. F.1(a),

is based upon the design discussed in [181] and later modified in [182,183], where

a 4-lens combination of commercially available lenses consisting of a plano-concave

lens(LC1582-B N-BK7 Plano-Concave Lens, Thorlabs), bi-convex lens (LB1901-B

N-BK7 Bi-Convex Lens, Thorlabs), a plano-convex lens (LA1608-B N-BK7 Plano-

Convex Lens, Thorlabs) and a positive meniscus lens (LE1234-B � 1”, N-BK7 +

Meniscus Lens, Thorlabs) account for aberration introduced by a plane window.

Due to a lack of optical access, the focusing array lens diameters are restricted to

1”. To minimise the aberration in the system the air spacings are varied using the
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Figure F.1: Lens diagnostics for the NA≈ 0.23 focusing lens array. (a) lens system
drawing produced by OSLO. (b) Modulation transfer function for the lens system in
(a). (c) Diffraction limited spot diagram. (d) Wavefront contour plot in units of λ.

Table F.1: Specifications for the NA ≈ 0.23 focusing lens system and the silica glass
cell window.
Surface number Radius of curvature (mm) Thickness (mm) Material

1 0 3.5 BK7
2 -38.6 9.01 air
3 76.6 4.1 BK7
4 -76.6 0.2 air
5 38.6 4.1 BK7
6 0 0.1 air
7 32.1 3.6 Bk7
8 82.2 20.7 air
9 0 1.27 silica
10 0 14.53 vacuum
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Figure F.2: Lens diagnostics for the NA≈ 0.23 collimating lens array. (a) lens system
drawing produced by OSLO. (b) Modulation transfer function for the lens system in
(a). (c) Diffraction limited spot diagram. (d) Wavefront contour plot in units of λ.

OSLO [147] built in GENII ray aberration function. The final optimal spacings in

the lens system are given in table F.1. To verify that the design is diffraction limited,

in fig. F.1(b) the systems modulation transfer function MTF is plotted for a selection

of field angles. Near the optical axis the system closely follows the ideal MTF. The

spot size diagram fig. F.1(c) indicates a spot size limited by diffraction. Whilst the

wavefront contour plot in fig. F.1(d) indicates a distortion to the wavefront well

below Lord Rayleigh’s quarter wavelength rule [178–180].

To collimate the light from the focusing array on the opposing side of glass cell as

illustrated in fig. 4.11, a similar 4-lens array but with 2” diameter is used, with each

lens commercially available from the distributor Thorlabs. A schematic produced by

OSLO of the collimating lens array is displayed in fig. F.2. The OSLO optimised

air spacings (see table F.2) in the system are designed to correct for the aberration

introduced by the second glass cell window. With such optimisation, the MTF,

fig. F.2(b), spot diagram, fig. F.2(c) and wavefront contour analysis, fig. F.2(d),

indicate a diffraction limited imaging system on axis.
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Table F.2: Specifications for the NA ≈ 0.23 collimating lens system and the silica
glass cell window.

Surface number Radius of curvature (mm) Thickness (mm) Material
1 0 4 BK7
2 77.2 15.5 air
3 153.3 7.2 BK7
4 -153.3 0.5 air
5 77.3 7.3 BK7
6 0 0.5 air
7 47.9 7.3 Bk7
8 119.3 53 air
9 0 1.27 silica
10 0 9.5 vacuum

Figure F.3: Lens diagnostics for the NA≈ 0.23 imaging lens array. (a) Lens system
drawing produced by OSLO. (b) Modulation transfer function for the lens system in
(a). (c) Diffraction limited spot diagram. (d) Wavefront contour plot in units of λ.
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Table F.3: Specifications for the NA ≈ 0.23 imaging lens system.

Surface number Radius of curvature (mm) Thickness (mm) Material
1 0 4 BK7
2 77.2 14.6 air
3 153.3 7.2 BK7
4 -153.3 0.8 air
5 77.3 7.3 BK7
6 0 0.1 air
7 47.9 7.3 Bk7
8 119.3 66.5 air

Table F.4: Aspheric coeficients for the aspheric lens (surface 5 in table 4.1).

Aspheric lens (surface 5) coefficients
Conic/Toric -1.35

A4 2.361 813 4× 10−5

A6 −1.130 307 9× 10−8

A8 −1.111 390 6× 10−11

A10 −2.398 171 4× 10−14

A12 3.035 791× 10−17

A14 1.366 081 5× 10−19

A16 −1.888 158 7× 10−22

To image the light collimated by the collimating lens array, see fig. F.2, the

4-lens collimating lens array is repeated but with the air spacing between the lenses

optimised to account for the aberration introduced by the lenses themselves, since

there is no glass cell window to account for. In fig. F.2 an OSLO schematic of the

imaging lens array is shown along with plots of the MTF, the spot diagram and a

wavefront contour plot indicating a diffraction limited imaging system.

The collimating and imaging systems discussed in this section form an f − 2f − f
imaging system. Such an imaging system can be used in other imaging techniques

for cold atoms such as absorption, PCI, fluorescence and DGI. The design discussed

here may be useful for removing aberration from plane windows to in cold atom

experiments using alternative imaging techniques.

Aside, table 4.1 gives the aspheric coeficients for the aspheric lens used in creating

the diffraction limited point sources for the NA= 0.07 DSHM set up (see section 4.4.2).
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