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Imaging biological cells and tissues is central to biological research 
and medical diagnosis. Following its four-century-old history, 
microscopy has become the most commonly used tool in medi-

cine and biology1. However, despite significant breakthroughs, opti-
cal imaging of biological specimens remains an active research field, 
aiming to exceed current spatial and temporal resolution, contrast, 
penetration depth, molecular specificity and quantitative capabili-
ties. Quantitative phase imaging (QPI)2 is emerging as a powerful, 
label-free approach to imaging cells and tissues, especially because 
it combines qualities found in microscopy, holography and light-
scattering techniques: nanoscale sensitivity to morphology and 
dynamics, 2D, 3D and 4D (that is, time-resolved tomography) 
non-destructive imaging of completely transparent structures, and 
quantitative signals based on intrinsic contrast. Here, we review the 
context in which the QPI field developed, the main principles of 
operation, and representative basic and clinical science applications. 
We end with a summary and outlook of the field.

In 1873, the first theory of image formation in an optical micro-
scope was established by Abbe3. The idea that imaging is formed 
by the superposition of waves emerging at different angles from 
a sample was new and powerful: it established that the image is a 
(complicated) interferogram. The result also implied that a micro-
scope could not resolve objects smaller than half the wavelength, 
when using propagating waves. This resolution dogma remained 
essentially unchallenged for more than a century, until Hell and 
Wichmann’s paper in 1994 (ref. 4). Therefore, the other crucial met-
ric of imaging, contrast, can be credited with the tremendous devel-
opments in microscopy over its long history1. Contrast defines how 
clearly a subject of interest is distinguished from the background. 
For a biological specimen, the thickness and refractive index inho-
mogeneity determine how much light scattering it produces. It is 
scattering rather than absorption that determines the ultimate con-
trast of the image, as in the visible spectrum most cells and tissues 
do not absorb significantly5. Too little scattering from the specimen 
makes it challenging to reveal the structure from an overwhelming 
incident light background, while too strong a scattered component 

will wash out the image altogether due to multiple scattering. Both 
of these extremes result in poor image contrast. Single cells and thin 
tissue slices belong to the first category: the scattered light they gen-
erate is orders of magnitude weaker than the incident light. This 
class of specimens is referred to as ‘phase objects’, as they affect sig-
nificantly only the phase of the incident field and not the amplitude. 
To render such structures visible, one solution was to convert them 
into ‘amplitude objects’ using various stains or fluorescent tags6,7. 
Today, the gold standard of histopathology is performing manual 
diagnosis on stained, several-micrometre-thick tissue slices, while 
fluorescence microscopy is the main imaging tool in cell biology6. 
However, while stains and tags offer high-contrast imaging with 
molecular specificity, they are often qualitative and sample-prep-
aration-dependent, while photobleaching and phototoxicity limit 
fluorescent imaging of live cells. Furthermore, the use of exogenous 
labelling agents, such as fluorescent proteins or dyes, may alter the 
normal physiology of cells and, furthermore, labelled cells cannot 
be re-injected into the human body. These limitations may hinder 
advances in neuroscience, stem cell research and immunotherapy, 
to name just a few.

A major advance in intrinsic contrast imaging occurred in the 
1930s, when Zernike invented a technique capable of imaging phase 
objects with high contrast and without the need for tagging8. The 
principle of Zernike’s phase contrast microscopy builds on Abbe’s 
understanding of imaging as an interference process. Specifically, 
the incident and scattered fields are treated as, respectively, the ref-
erence and object wave of an interferometer (see, for example, ref. 9, 
page 472). Thus, the total field, U, has the form:

ϕ= ∣ ∣ ≈ ∣ ∣ +ϕU x y U e U i x y( , ) [1 ( , )] (1)i x y( , )

where ϕ(x,y) is the phase delay map of a sample. Note that the inten-
sity image of such an object, ∣ ∣U 2, exhibits little spatial modulation, 
that is, no contrast. To boost the contrast of the resulting interfero-
gram, and thus the image, Zernike added a further π​/2 phase shift 
between the two. The additional π​/2 shift places the scattered field 
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in antiphase with respect to the incident field, such that the phase 
contrast image field becomes:

ϕ= ∣ ∣ + ≈ ∣ ∣ ϕ−U x y U i i x y U e( , ) {1 [ ( , )]} (2)x y
PC

( , )

Due to the additional π​/2 phase shift, the resulting phase contrast 
field converts the phase into amplitude modulation (the complex 
exponential was converted into a real exponential). Currently, phase 
contrast microscopes also balance the power of the two fields by 
attenuating the incident field. These simple modifications provided 
the microscope with the ability to visualize in high detail live, unla-
belled cells and other transparent objects. Today, the phase contrast 
microscope is broadly used in most cell biology laboratories.

In 1948, when Gabor proposed using an optical approach to cor-
rect spherical aberrations in electron micrographs, perhaps he did 
not anticipate that holography would become an area of research 
in itself, most productively used in the optical region of the spec-
trum10. Gabor showed that recording the intensity of the light 
emerging from an object at an out-of-focus plane incorporates both 
amplitude and phase information about the field at the image plane. 
When a recording film is illuminated by the same incident wave, the 
image of the object is recreated at a certain distance away from the 
film. The appearance of the 3D light distribution in space via paral-
lax generated a broadly spread confusion that holography is synony-
mous with 3D imaging. As we show in this Review, holography data 
can be used to obtain the 3D structure of a transparent object, but a 
single hologram is not sufficient for this purpose.

It soon became apparent that Gabor’s in-line holography suf-
fered from a severe limitation: in addition to the in-focus image, the 
method always generated an overlapping out-of-focus ‘twin’ image, 
which was detrimental. The images appear in pairs essentially 
because the intensity signal is generated by pairs of counter-propa-
gating waves, in other words, the Fourier transform of a real signal 
is a Hermitian function. The problem of the ‘twin’ image was solved 
by Lohmann11 and Leith and Upatnieks12. They proposed using an 
off-axis incident field, which, in the end, shifts the unwanted image 
onto a different axis with respect to the in-focus image. As described 
below, today the recording media and image reconstructions are 
now digital, and the field is known as digital holography13. Its appli-
cation to microscopy is known as digital holographic microscopy 
(DHM)14, which provided early QPI images of inorganic samples15.

Precursors to QPI
It became apparent that by combining holography and microscopy, 
one can perform highly sensitive measurements of the thickness and 
refractive index of biological specimens, much like in metrology16. 
Early on, such quantitative phase measurements were performed 
by single-point, scanning techniques, building on the advancement 
of optical coherence tomography (OCT)17. Polarization-sensitive 
OCT18 and Doppler OCT19 can be regarded as two important pre-
cursors to OCT-based QPI. Polarization-sensitive OCT detects rela-
tive phase shifts between two polarizations of light (birefringence) 
and Doppler OCT measures the time derivative of phase change 
due to moving objects, that is, a frequency shift (or Doppler shift). 
Using two polarization channels to encode relative phase informa-
tion, differential phase contrast in OCT20 was demonstrated. Yang 
et al. developed a phase-dispersion microscope, whereby the phase 
difference between the fundamental and second-harmonic light, 
both interacting with the specimen, was quantified, thus, reducing 
phase noise21. Later, this method was advanced to yield quantitative 
phase measurements22.

Later on, two independent papers reported on using spec-
tral domain OCT to achieve QPI for studying cell structure and 
dynamics23,24. Point-scanning techniques benefit from the ease 
of implementation and can leverage existing OCT instruments, 
but suffer from low throughput and noise introduced by the 

mechanical instability of the scanning process. To eliminate scan-
ning, researchers devoted efforts towards developing full-field 
QPI methods, in which the phase map across a field of view is 
retrieved simultaneously.

Full-field QPI and figures of merit
The full-field methods can be grouped into two classes, according 
to the phase shifting (Fig. 1a) and off-axis (Fig. 1b) holography 
geometry from which they originate. Unlike in holography, where 
the goal is to record a mixed phase and amplitude signal that is 
then used to reconstruct the image of the object, QPI extracts the 
phase map associated with the object, decoupled from the inten-
sity information. In the first type of approach, QPI images can be 
obtained directly in the focal plane by in-line geometries used in 
combination with temporal phase shifting, in which the time delay 
of the reference is controllably incremented, and several corre-
sponding intensity images are recorded (Fig. 1a). The irradiance 
at the detector is:

ωτ ϕ= + + +I x y I I x y I I x y x y( , ) ( , ) 2 ( , ) cos[ ( , )] (3)0 1 0 1

where I0 and I1 are the irradiances for the reference phase wave and 
object field, respectively, ω is the angular frequency of the optical 
field and τ is the time delay between the two waves. In general, the 
phase image ϕ can be determined from four intensity measure-
ments corresponding to ωτ = π∕ π π∕0, 2, , 3 2 (Fig. 1c,d) as:

ϕ = − −π π∕ πI I I Iarg( , ) (4)0 3 2

Other numbers of frames have been used in phase-shifting inter-
ferometry (see, for example, ref. 16 for a review). Clearly, phase-shift-
ing methods are limited in throughput due to the serial detection of 
several frames.

A spatial case of phase-shifting interferometry is based on the 
transport of intensity equation, which connects the axial gradient of 
the intensity with the transverse Laplacian of the phase. Normally, 
two intensity images (one in focus, one slightly out of focus) are 
sufficient to obtain the Laplacian of the phase image, which must 
be further integrated numerically, under certain assumptions25. This 
method is very easy to implement, but suffers from poor recovery 
of low frequencies (only the second-order derivative is measured). 
Furthermore, the transport of intensity equation is based on the 
small angle approximation, which is strictly valid only for low-
resolution imaging (see section 12.1 in ref. 2 for the derivation). 
Sometimes this method is referred to as ‘non-interferometric’. 
However, the phase information is still revealed by the interference 
between the incident and scattered light, which is also the starting 
point for phase contrast microscopy.

Off-axis interferometry exploits spatial rather than temporal 
modulation and, as a result, yields a phase map from a single inten-
sity recording (Fig. 1b). The irradiance of the interferogram is:

α ϕ= + + +I x y I I x y I I x y x x y( , ) ( , ) 2 ( , ) cos[ ( , )] (5)0 1 0 1

where I0 and I1 are the intensities of the reference (assumed a 
plane wave) and image field, respectively, α is the spatial frequency 
introduced by the off-axis angle θ, α θ λ= π ∕2 sin( ) , and λ is the 
wavelength of light. Because of the modulation frequency α, the 
cross-term containing the phase can be isolated via a Fourier trans-
form, followed by a single sideband frequency filter, and an inverse 
Fourier transform26, as outlined in Fig. 1e–g. Off-axis methods have 
also been combined with (spatial) phase shifting27.

The clear advantage of off-axis methods is the single-shot capa-
bility, which allows for high-speed imaging. However, this boost in 
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the time–bandwidth product comes at the expense of the space–
bandwidth product. As a result, both approaches are currently used 
broadly; the optimal choice depends on the application of interest. 
In addition to the time–bandwidth and space–bandwidth product 
characteristics, phase sensitivity, both temporally and spatially, plays 
a crucial role in the operation of QPI methods. Below we describe 
these properties in more detail.

Temporal phase sensitivity, governed by the phase stability of 
the instrument, is the most challenging feature to achieve in QPI. 
This characteristic defines the smallest temporal phase shift that an 
instrument can detect (see section 8.5.3 in ref. 2). This is an age-old 
challenge, as Michelson and Morley stated it as early as 1887: “In the 
first experiment one of the principal difficulties encountered was 
[…​] its extreme sensitivity to vibration. This was so great that it was 
impossible to see the interference fringes except at brief intervals 
when working in the city, even at two o’clock in the morning.”28.

Temporal phase noise is due to the path length difference between 
the reference and object beams, which fluctuates randomly in time 
due to mechanical vibrations, surrounding air fluctuations and so 
on, but also due to electronic noise that occurs in the detection and 
digitization process. The ultimate limit is set by shot noise, which is 
a manifestation of photon statistics at the detector29. Exceeding this 
limit can be achieved by averaging in space and time. Significantly, 
successful noise suppression efforts by the Laser Interferometer 
Gravitational-Wave Observatory group resulted in an optical path 
length sensitivity of less than 10–9 nm, which allowed for the first 
experimental observation of gravitational waves30. In QPI, pas-
sive (using damped optical tables, mechanically secured optical 
components and so on) as well as active (negative feedback loops) 
methods of stabilization have been used. More recently, common-
path approaches have exploited the central idea in phase contrast 
microscopy: the incident light acts as a reference field locked in-
phase with the scattered field, which results in intrinsic stability31–33. 
Also, a method of common-path single-pixel quantitative phase 

and absorption microscopy was demonstrated34. These methods 
benefit from cancelling the noise before it is detected, thus, provid-
ing robust instruments for long-term biological studies. However, 
common-path methods bring on a different type of challenge: as the 
incident light is the reference of the interferometer, accurate phase 
information requires high spatial coherence over the entire field of 
view. While this condition can be achieved using lasers, spatially fil-
tering an extended source to a plane wave dramatically reduces the 
incident power. Typically, as is the case with phase contrast micros-
copy, spatial coherence is traded for manageable power levels. As 
a result, the incident, or reference field, contains low-frequency 
components that are then subtracted from the final image, which 
essentially becomes a high-pass version of the original. This effect 
is known as the halo artefact, and several methods have been pro-
posed to correct it35.

Spatial phase sensitivity in QPI defines the smallest phase step 
that is detectable in a given frame, and is limited by the amount of 
background noise present in the field of view. While the sample 
preparation itself can add to the spatial noise level (for example, 
debris in cell culture media), the fundamental source of intrinsic 
optical noise is due to speckle. This phenomenon represents spatial 
intensity fluctuations due to the superposition of spurious fields 
that interfere at the detector. Clearly, with increased spatial and 
temporal coherence of the incident fields, there are a larger number 
of waves that contribute to the interferogram, and a higher-contrast 
speckle pattern emerges, washing out the high-frequency compo-
nents of the image. Speckles can be averaged out, either spatially by 
illuminating with a diversity of k-vectors via diffusers36, or tempo-
rally, by using broad optical spectrum illumination, or both32. It has 
been shown that the highest spatial sensitivity in QPI is obtained 
using white-light illumination, exploiting the uniform background 
exhibited by phase contrast microscopy. In sum, using highly 
coherent sources reduces halo artefacts but they are plagued by 
speckles, resulting in low-passed quantitative phase images, while 
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using incoherent illumination results in high-resolution but high-
passed images.

It is evident that the performance of a QPI system is defined by 
the compromise of these four figures of merit: space–bandwidth 
product, time–bandwidth product, spatial phase sensitivity and 
temporal phase sensitivity. While each of these parameters is maxi-
mized, respectively, by phase-shifting interferometry, off-axis inter-
ferometry, broadband illumination and common path geometry, 
there are QPI approaches that are optimized for more than one37–39 
(see also section 8.6. in ref. 2). Sensitivity evaluation in QPI, includ-
ing theoretical sensitivity limit (Cramér–Rao bound) is discussed 
in ref. 40.

Recently, it has been demonstrated that a neural network is 
capable of obtaining the phase from intensity signals generated by 
unknown objects41,42. It is speculated that the neural network learns 
both the priors about the class of objects represented in its training 
examples and the physical model of propagation. It will be inter-
esting to observe in the future how machine-learning methods will 
deal with physical problems that inherently present non-unique 
solutions, such as extracting phase from amplitude signals (see, for 
example, ref. 43 for recently addressing this issue).

QPI-enabled scattering measurements
One of the exciting features of QPI is that it can turn an imaging 
instrument into a powerful scattering measurement device. This 
feature only happens because the optical field data allows us to 
numerically convert an image (spatial domain) into angular scat-
tering (spatial frequency domain) information. As a result, QPI 
becomes an even richer field, covering not just imaging applica-
tions, but also static and dynamic light-scattering studies, tradition-
ally covered by separate instruments.

Angular light scattering using QPI. In general, angular light-
scattering measurements provide information about the Fourier 
transform of the field at the object plane (Fig. 2). As a result, 
angle-resolved intensity measurements of the scattered light 

depend on the phase of the object field, which in turn yields infor-
mation about the internal structure of objects, even when they 
are completely transparent. Due to the ability to study inhomo-
geneous and dynamic samples through direct intensity measure-
ments, light-scattering methods have been used broadly, from 
atmospheric science to soft condensed-matter physics and bio-
materials44. Note that the Fourier relationships between the image 
and scattered light only apply to complex fields, not intensities 
(Fig. 2a,b). Measuring the intensity distribution at the scatter-
ing plane does not provide the intensity distribution at the image 
plane, and vice versa. However, using QPI, one can retrieve both 
the phase and amplitude of the image field, which can further be 
Fourier transformed numerically to obtain the scattered field. 
This approach, referred to as Fourier transform light scattering 
(FTLS)45 is the spatial analogue of Fourier transform (infrared) 
spectroscopy. The conversion from QPI data to scattering infor-
mation can be easily understood by considering the inhomoge-
neous Helmholtz equation:

ω β ω β χ ω∇ + = −U n U Ur r r r( , ) ( , ) ( ) ( , ) (6)2
0
2

0
2

0
2

where U is the sum of the incident and scattered fields, U=​
U0+​U1, r the spatial coordinate, ω the angular frequency, n0 
the background refractive index, β0=​ω/c, with c the speed of 
light in vacuum, and χ = −n nr r( ) ( )2

0
2, the scattering potential, 

assumed to be non-dispersive. For a plane wave incident along 
z, ω= βU A er( ) ( ) i z

0
0 , and weakly scattering objects, applying the 

first-order Born approximation, we obtain a simple solution for 
the forward scattered field:

ω β ω χ γ β γ= − − ∕γ
⊥ ⊥U z i A ek r( , ; ) ( ) ( , ) 2 (7)i z

1 0
2

where A is the spectral amplitude of the incident field, 
γ β= − ⊥n k0

2
0
2 2  and =⊥ k kk ( , )x y . For small angles of scattering, or 
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under the Fraunhofer region, that is, β< <⊥k , or γ⋍​β, equation (7) 
simplifies to:

∫

ω β ω χ

β ω χ

≈ − ∕ ∣

=− ∕

β

β

⊥ ⊥ =

− ∕

∕

⊥

U z i A e k

i A e z z

k k

k

( , ; ) 2 ( ) ( , )

2 ( ) ( , )d

(8)

i z
z k

i z

L

L

1 0 0

0
2

2

z

Equation (8) indicates that the scattered field provides information 
about an axially projected object, with each transverse scattering 
wavevector, ⊥k , corresponding to one spatial frequency from the 
object. Since in QPI one measures the complex field U =​ U0 +​ U1, 
it follows that ⊥U k( )1  can be obtained by a simple Fourier trans-
form of the complex image field. Figure 2c–e illustrates how phase 
images yield scattering data. Because in FTLS the measurement is 
performed at the image plane, where the field at each point is the 
superposition of all the k-vector contributions, the measurement 
can be performed with high signal-to-noise ratio. Thus, light-
scattering measurements performed this way are extremely sensi-
tive and yield high dynamic range. For example, it is challenging to 
measure high-dynamic-range angular light scattering from a single 
cell using traditional, goniometer-based measurements, because the 
weak scattering from the cell is split further for each angular bin. 
However, it is very easy to image the cell with QPI and convert the 
data into FTLS (see chapter 13 in ref. 2 for further details).

Dynamic light scattering using QPIdetermined from four inten-
sity measurements. Dynamic light scattering is a powerful method 
for characterizing weakly scattering, dynamic systems46. Traditional 
approaches rely on measuring fluctuations in the scattered intensity 
at a fixed angle. The spectral bandwidth of these fluctuations, Γ, 
relates to the diffusive (random, passive) and advective (determin-
istic, active) motion of the scatterers:

Γ = + Δ ⋅Dqq v q( ) (9)2

where D is the diffusion coefficient, Δ​v is the width of the velocity 
distribution along a certain direction and q is the scattering wave-
vector (or momentum transfer), q =​ ks−​ki (Fig. 2a), β θ= ∕q 2 sin 20
, where θ is the scattering angle. Note that, from measurements at a 
certain θ, the active and diffusive contributions may overlap. While 
measurements at multiple angles are possible using traditional 
goniometer-based instruments, obtaining the spatial frequency  
(q-domain) dependence is difficult in these approaches.

Using time-resolved QPI data, measuring the dispersion rela-
tion, Γ q( ) , is practical. This approach, known as dispersion-rela-
tion phase spectroscopy (DPS), allows dynamic studies in living 
systems47. Figure 2f–h illustrates this method with results on live 
cells in culture. It can be seen that, at high q values (short distances), 
the intracellular transport is diffusive, while at low q values, the 
transport becomes deterministic (Fig. 2h). These results indicate 
that over long distances (low q), the mass transport requires active, 
molecular-motor-driven transport, for which diffusion is too slow. 
Note that, unlike particle tracking methods, DPS can be applied to 
continuous (as well as discrete) media. As the data come from an 
imaging method, DPS can study regions of interest within the field 
of view, which might be characterized by different dynamics.

Tomographic QPI
Information about the complex scattered field can be used to extract 
tomographic information about the weakly scattering object.  
The determination of the 3D refractive index tomogram of a  

semi-transparent object was given in a seminal theoretical paper of 
E. Wolf48 in 1969, which was then experimentally demonstrated by 
A. Fercher et al.49 in 1979. However, its applications to biology and 
medicine have grown largely since the 2000s.

The principle of tomographic QPI techniques is summarized 
below. Let us assume a plane wave incident along a direction, ki  
(Fig. 2a). Following the same procedure as for deriving equation (8),  
we obtain the scattering potential expression (see, for example, 
chapter 13 in ref. 9):

χ β
γ

β ω ω
ω− ∣ = −γ β

γ
⊥ ⊥ = − ^ ⋅ ̂

−
⊥k

A
e U zk k k( , )

2
( ) ( )

( , ; ) (10)i z k k z
i z

0
2z i

Note that for plane wave illumination along z, ̂ =⊥k 0i , ̂ =k 1zi , we 
recover equation (7). From equation (10), we see that the axial 
information about the object is carried by the spatial frequency:

�γ β ω ω θ= − ⋅ ̂= ∕ − − ∕⊥k k z c k n c cos( ) (11)z i
2 2 2

The performance of the tomographic reconstruction is governed 
by the sampling in kz, as follows: the range k k( , )z z

min max  determines 
the z resolution, and the sampling step in kz controls the overall 
depth of field. It is clear from equation (11) that varying either ω or 
θ, kz can be varied and tomographic reconstruction can be achieved. 
That is to say, performing measurements either with broadband 
light or a variety of illumination angles (or both) can provide depth 
sectioning. For a fixed ω and θ, the microscope objective captures a 
range of angles from the sample, that is, a superposition of ⊥k , which 
results in a single projection through the object. The range in ⊥k ,  
dictated by the objective numerical aperture, results in an image 
with the z information integrated over the respective depth of field. 
A series of techniques have been developed to measure the 3D dis-
tributions of refractive index of biological cells (Fig. 3a–d).

To scan the incident angle with respect to the sample (�⊥k i in 
equation (10)), several approaches have been reported for rotating 
the illumination beam with respect to the sample50–52 or rotating 
the sample with respect to the illumination53–55. To achieve this, 
various devices have been utilized including a galvanometric mir-
ror, a liquid-crystal-based spatial light modulator and, recently, 
a digital micromirror device. Different tactics have been intro-
duced for the sample rotation, including mechanical rotation54, 
holographic optical tweezers56 and a microfluidic channel57. In 
addition, an array of light-emitting devices has also been utilized 
in ptychography58. The control of the temporal frequency of the 
illumination (ω in equation (11)) can also be utilized, which has 
been achieved by scanning the wavelength of the illumination59 or 
controlling the coherence gating and optical coherence tomogra-
phy60,61. Recently, the theory of optical diffraction tomography has 
been extended to temporally incoherent light, which also provides 
access to optical sectioning32. Examples of live cell tomograms are 
illustrated in Fig. 3e–h.

To reconstruct a 3D refractive index tomogram from the mea-
sured multiple 2D QPI images described above, a reconstruction 
algorithm is employed. One common algorithm reconstructs the 
tomogram of almost transparent samples via the filtered back-
projection method51. However, most biological samples, including 
individual cells, exhibit certain amounts of light diffraction, and 
thus the use of diffraction algorithm provides results with enhanced 
image quality48. The diffraction algorithm inversely solved light dif-
fraction, based on the first Born (equation (11)) or Rytov approxi-
mation, assuming weak scattering. A rigorous proof of a regularized 
inverse algorithm for coherence retrieval was presented in ref. 62. 
Recently, a neural-network-based algorithm has been introduced to 
solve the tomographic reconstruction63.
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Super-resolution is an important goal in microscopy applied 
to life sciences. Complex field deconvolution was employed to 
enhance the spatial resolution64. By imaging a nanohole and tak-
ing the complex wavefield yielded by an objective lens, the com-
plex transfer function of an imaging system could be established 
precisely. Exploiting oblique illumination, this approach can extend 
the reach of the k-spectrum in the wavevector space, improving the 
lateral resolution of QPI by a factor approaching two52.

Applications
Due to the tremendous progress in instrumentation development, 
QPI technologies are sufficiently robust to be employed in in-depth 
biomedical studies. In this section, we review representative basic 
and clinical science applications of QPI.

Basic science. One of the first demonstrations of QPI is based on 
the utility of optical phase for sensing cell structure and dynam-
ics at the nanoscale. Due to this sensitivity of QPI for probing cell 
membrane dynamics, it has been applied to the study of red blood 

cells (RBCs), as shown in Fig. 4a and detailed in chapter 11 of  
ref. 2. As RBCs have distinct biconcave morphology without sub-
cellular organelles, 2D QPI techniques are well suited to investigate 
their biophysical and pathophysiological properties.

This sensitivity to nanoscale changes in thickness was employed 
to study live neurons during electrical activity (Fig. 4b). Neuronal 
network activity was monitored optically by the phase signal65–67. 
More precisely, neuronal activity could be investigated by the appli-
cation of glutamate, which is the main excitatory neurotransmit-
ter in the brain, released at 80% of the synapses. Practically, a QPI 
system equipped with electrophysiology set-up has been developed 
to study the early stage of neuronal responses induced by gluta-
mate on primary culture of mouse cortical neurons. This study 
involving pharmacological experiments revealed that glutamate 
produces three distinct optical responses, predominantly medi-
ated by NMDA (N-methyl-d-aspartate) receptors: biphasic, revers-
ible decrease and irreversible decrease responses. Consistently, 
the phase decrease results from water entrance accompanying the 
influxes of Ca2+ and Na+ for osmotic reasons. In another context, 
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experiments with human embryonic kidney (HEK) cells have 
validated the model of phase variations associated with Cl− cur-
rents mediated by GABA (γ​-aminobutyric acid) applications and 
have allowed the phase response to be constructed as a function 
of the clamped membrane potential, allowing the determination 
of the equilibrium potential for Cl− with the same precision as an 
electrophysiological approach66. Figure 4b illustrates the relation-
ship between phase and transmembrane ionic currents in patched 
transfected HEK cells66. The reversal potential for Cl− could be 
derived from the phase shift evoked by GABA or muscimol appli-
cation. The potential corresponding to the ionic current reversal 
was found around 26 mV, close to the accepted value of 33 mV 
derived from the Nernst equation.

Perhaps one of the most impactful applications of QPI to date 
is measuring single-cell volume and mass, non-destructively, over 
arbitrary periods of time in both adherent and flowing cell popula-
tions. Growth regulation of mammalian cells has been described as 
“One of the last big unsolved problems in cell biology”68. The abil-
ity to measure accurately the growth rate of single cells has been 
the main obstacle in answering this question69–71. Determining the 
growth patterns of single cells offers answers to some of the most 

elusive questions in contemporary cell biology: how cell growth is 
regulated and how cell size distributions are maintained. The age-
old debate is whether the growth rate is constant throughout the 
life-cycle of a cell (linear growth) or grows proportionally with the 
cell mass (exponential growth)70. Each growth pattern carries its 
own biological significance: if the growth is linear, cells do not need 
machinery to maintain homeostasis; however, exponential growth 
requires checkpoints and regulatory systems to maintain a constant 
size distribution72. The reason that this debate has persisted despite 
decades of effort is primarily due to the lack of quantitative meth-
ods to measure cell mass with the required sensitivity73. A unified, 
easy-to-use methodology to measure the growth rate of individual 
adherent cells of various sizes has been lacking. The unique abil-
ity of QPI to weigh cells by simply imaging them stems from the 
fact that the refractive index is linearly proportional to cell den-
sity, irrespective of the constitutive molecular species, as pioneered 
by Davies and Barer in the 1950s74,75. Since the cell phase map is 
measured with respect to just culture medium, QPI yields the ‘dry 
mass’ density map of the cellular structure, that is, the density of the 
non-aqueous content of the cell, which is mainly proteins and lip-
ids76. Using this relationship, the dry mass surface density, σ, of the  
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cellular matter can be obtained from the measured phase map, ϕ, as 
σ = ϕλ

πα
x y x y( , ) ( , )

2 , where α is called the refractive increment. In 
2011, research from the National Institute of Biomedical Imaging 
and Bioengineering brought the assumption of a constant α across 
intracellular species into question and investigated the distribution 
of α values for “the entire set of known and predicted human pro-
teins.”77. The results indicated an extremely narrow distribution: 
“The distribution is close to Gaussian with a mean of 0.190 ml/g 
(for unmodified proteins at 589 nm) and a standard deviation of 
0.003 ml/g.”77. These studies confirmed that it is a very reasonable 
assumption to use a constant value of α =​ 0.19 ml g−1. Thus, σ can 
be used to quantify cell growth non-invasively, using optical images 
alone. The accuracy, precision, temporal sensitivity and spatial sen-
sitivity of the σ measurement are governed by the quality of QPI. 
Figure 4c–e shows the measurements of phase-imaging live cells 
under osmotic stress, which yields a constant dry mass, despite the 
water content variation of the cell. Combining QPI with a fluores-
cent marker that identifies the phases of the cell cycle, cell growth in 
each phase was measured for the first time78.

Label-free tomographic imaging of live cells opens up new 
directions of investigations, complementary to fluorescence imag-
ing, without limitations due to photobleaching and phototoxicity. 
Intracellular organelles of eukaryotic cells can also be visualized 
from 3D refractive index tomograms. For example, the shapes and 
dry masses of condensed chromosomes of HT-29 and T84 cells 
in metaphase were measured79. Lipid or gold nanoparticles have  

distinctly high refractive index contrast values compared with the 
biomatter, and thus their presence in live cells can be clearly identi-
fied from 3D refractive index tomograms. Also, 3D images of SiO2 
microspheres incorporated in cells were measured using the sample 
rotation method55. Recently, the morphology and internal struc-
tures of yeast and bacteria have also been measured using 3D QPI 
techniques52,56. The morphology and structure of chromosomes in 
the dividing cell was visualized using quantitative orientation-inde-
pendent differential interference contrast microscopy80. Also, QPI 
was used to distinguish bacteria from sulfur mineral grains81 and 
analyse the size of planktons82.

Localization and detection of objects smaller than the diffrac-
tion-limited size is challenging. Recently, 3D subnanometre local-
ization of absorbing particles was demonstrated using both intensity 
and phase measurement, for fluorescence super-resolution imaging 
enhancement83. The sample can even be illuminated with a totally 
spatially and temporally incoherent illumination scheme leading to 
a 3D resolution equivalent to fluorescence imaging, at the expense 
of phase accuracy84. Also, rapid holographic detection of viruses 
and nanoparticles across an ultra-large field of view was demon-
strated using a phase contrast mechanism created by self-assembled 
nanolenses85. High sensitivity in measuring phase images has also 
been exploited to study the wrinkling of a silicone rubber film by 
motile fibroblasts86.

Recently, label-free tomography has been extended to opti-
cally thick specimens, such as embryos, brain slices, spheroids 
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and organoids, which traditionally were imaged fixed with confo-
cal or two-photon fluorescence microscopy. This method, referred 
to as gradient light interference microscopy (GLIM) was applied 
to image bovine embryos non-destructively over several days33  
(Fig. 4f). GLIM’s principle of operation relies on combining 
Nomarski microscopy with phase-shifting interferometry to elimi-
nate the incoherent, multiple scattering light, from multiple inten-
sity images. Due to the white-light spectrum, open condenser 
illumination, GLIM provides sectioning, of the order of 1 μ​m, in 
very strongly scattering specimens.

Using off-axis interferometry, recently it has been shown that 
QPI is a powerful approach for quantifying the efficacy of cell 
immunotherapy. The time-lapse 3D imaging of a chimeric anti-
gen receptor T cell killing a target cancer cell (leukemic B cell) was 
obtained using optical diffraction tomography (Fig. 4g). We antici-
pate that, in time, QPI will be adopted as a routine method in cell 
biology, in vitro drug testing and automated cell culture monitoring.

Medical applications. The morphologies of live cells are signifi-
cantly altered by disease states such as viral infection and cancer, 
and the optical characterization of these alterations using QPI has 
several advantages over conventional imaging approaches. Because 

QPI does not require fixation or sample preparation procedures 
or exogenous labelling agents, subtle changes in live cells can be 
monitored for an extended period of time. By measuring cell thick-
ness using QPI, phenotyping of cancer cells was demonstrated87. 
Recently, 3D refractive index tomograms of human alveolar epi-
thelial A549 cells infected with H3N2 influenza viruses have been 
presented88. In addition, 3D refractive index tomograms of healthy 
and cancerous epithelial cells (CA9-22 and BCC cell lines) were 
measured and analysed89.

Quantitative and label-free imaging capability makes QPI an 
effective method for blood screening. The optical measurements 
of 3D refractive index maps of RBCs provide the systematic and 
correlative analysis of various cellular parameters, such as morpho-
logical (cell volume, cell surface area, sphericity index), biochemical 
(haemoglobin concentration, haemoglobin contents and biome-
chanical), and cell membrane deformability at the individual cell 
level. Morphologies of blood cells such as cell shape and cell volume 
can be quantitatively retrieved. In addition, the measured optical 
path length information can be translated into haemoglobin con-
centration. Measuring these RBC parameters using QPI has shown 
potential for haematology, including sickle cell disease90, diabe-
tes91 and the activation of thrombocytes92. Also, it has been shown 
recently that QPI provides label-free sperm analysis, which can be 
potentially used in in vitro fertilization93. Furthermore, the quanti-
fication of inflammation in dissected tissues and multi-modal imag-
ing of wound healing were demonstrated by analysing the influence 
of drugs or toxins94,95. More recently, 3D refractive index tomograms 
of unlabelled cells were used for the study of photodynamic antican-
cer activity96. Figure 5 illustrates QPI diagnosis of malaria-infected 
RBCs (Fig. 5a), as well as prognosis in the colon (Fig. 5b,c) and pros-
tate (Fig. 5d–i) tissues.

One of the exciting directions of research is combining QPI with 
artificial intelligence. QPI measures optical path length images 
and 3D refractive index distributions of cell and tissues, and this 
information has been used for diagnosis of diseases. Artificial intel-
ligence provides very useful approaches for the analysis of the QPI 
information, especially due to the quantitative nature of the data, 
which allows corroborating measurements across instruments, 
laboratories and geographic sites. Conventional approaches using 
labelled cells and tissues yield qualitative information, which has 
low reproducibility and may affect the specimens. For example, 
inconsistency in biopsy preparation, which results in colour vari-
ability, has been recently brought into attention as a limiting factor 
in achieving fully automated diagnosis97.

Recently, 3D refractive index tomograms of white blood cells 
were analysed with a machine-learning algorithm and showed the 
classification of white blood cell subtypes including B cells and T 
cells98. Recently, algorithms based on unsupervised deep learning 
have been employed to analyse images obtained with QPI tech-
niques, including holographic images of the cells surface labelled 
with molecular-specific microbeads99, label-free classification of 
single-cell kinetic states100, and diagnosis of soil-transmitted hel-
minths and Schistosoma haematobium101. More recently, a convo-
lutional neural network has been used to analyse 2D QPI images of 
bacteria and identify anthrax spores within a few seconds99.

Summary and outlook
QPI offers exciting possibilities for numerous applications in biol-
ogy and medicine, as discussed in the previous section. Table 1 sum-
marizes in chronological order some of the essential technology 
developments, along with their biomedical applications. One of the 
next significant technical goals is super-resolution QPI. Although 
super-resolution imaging of cells and subcellular organelles have 
been extensively shown using fluorescence tagging102, label-free 
super-resolution imaging remains a challenge. Synthetic aperture 
approaches in QPI extended the maximum spatial frequency to be 

Table 1 | Representative QPI methods and their biomedical 
applications

Year Method Applications

1995 Digitally recorded 
interference microscopy 
with automatic phase-
shifting (DRIMAPS)76

Cell growth, cell migration105

1998 Transport of intensity 
equation (TIE)25

Pathology106

2004 Fourier phase microscopy 
(FPM)107

Red blood cell dynamics108, cell 
growth71

2005 Hilbert phase microscopy 
(HPM)109

Red blood cell dynamics110, tissue 
refractometry111

2005 Digital holographic 
microscopy (DHM)112

Cell tomography54,57,59, cancer 
cell biology87, neuroscience68, 
inflammation94,95, wound healing99

2006 Diffraction phase 
microscopy (DPM)31

Cancer prognosis113, malaria114, 
sickle cell anaemia115

2006 Optical diffraction 
tomography (ODT)48,50

Tomographic phase 
microscopy (TPM)51,52,54

Immunology98, pharmacology96, 
infectious disease114, metabolic 
disorder — diabetes mellitus91,cell 
biology52, neuroscience52

2009 Quadriwave lateral shearing 
interferometer (QLSI)116

Immunology117

2010 Coherence-controlled 
holographic microscope 
(CCHM)118

Cell biology119

2011 Spatial light interference 
microscopy (SLIM)120

Cell biology78, neuroscience121, cell 
tomography32, cancer diagnosis122

2011 Wide-field digital 
interferometry (WFDI)

Genetic diseases — sickle cell 
disease90

2017 Quantitative phase imaging 
unit (QPIU)

Microbiology — pathogen99

2017 Gradient light interference 
microscopy (GLIM)33

Developmental biology

2018 Magnified image spatial 
spectrum microscopy 
(MISS)123

Neuroscience
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resolved by a factor of two52,103. Yet, it is still limited by the numerical 
aperture of an objective lens. It is expected that nonlinear interac-
tions, such as pump–probe experiments, may provide an opportu-
nity for breaking the diffraction limit in unlabelled specimens.

The quest for higher phase sensitivity is bound to continue. 
While shot noise imposes an ultimate limit on the measurement, 
higher photon fluxes, as well as spatial and temporal averaging, are 
practical means for achieving orders of magnitude of improvement 
in the measurement sensitivity. One intriguing question is: can we 
push the sensitivity of QPI measurements to a level sufficient to 
detect single molecules?

Another important prospect is the reconstruction of 3D refrac-
tive index tomograms in thick, strongly scattering specimens. 
Opportunities may be presented by developing new methods to 
reject multiple scattering, or use the multiple light scattering itself 
for the reconstruction. This achievement could lead to the non-
invasive visualization of internal structures in complex samples 
such as spheroids, organoids, brain slices and model organisms. 
Exploiting the multiple scattering components one can perhaps 
achieve subwavelength imaging, by using the conversion of evanes-
cent fields into propagating, far-field information.

The benefit of imaging unlabelled specimens comes at the 
expense of losing specificity. Aware of this shortcoming, many 
researchers devoted the extra effort to integrate their QPI instru-
ments with the fluorescence modality. The idea is that the user can 
employ the fluorescence tag to identify the structures of interest and 
then continue with the phase imaging channel. This way, the use 
of the fluorescence, and the photobleaching and phototoxicity that 
come with it, is reduced, but the specificity is maintained. Recently, 
QPI has been combined with Raman spectroscopy for studying acti-
vation of immune cells104. Along these lines, a largely unexplored 
area is using scattering rather than fluorescent markers. If one can 
tag specifically particular structures in the live cell using nanopar-
ticles of high-enough refractive index contrast, QPI becomes an 
ideal imaging tool, providing highly specific information, without 
the limitations associated with fluorescence. For example, such scat-
tering markers can be used indefinitely, with no photobleaching.

In summary, QPI provides essential value to microscopy. The 
interpretation of the phase signal has proven to deliver impor-
tant novel parameters for studying physiological processes in liv-
ing cells, such as transmembrane fluid flux, dry mass and water 
content changes, intracellular transport as well as tissue structure 
and density changes. Protein concentrations and growth can be 
precisely quantified. The morphologies of cells and organelles 
can be established by phase tomography. Their studies provide 
invaluable information on the biomechanical characteristics of 
cell structures and membranes. These data are indicative of bio-
molecular activity, which can be affected by pathology. We have 
witnessed extremely promising applications in haematopathology, 
where the prospect of objective diagnoses that are also robust to 
specimen preparation, remains highly desirable. It is very likely 
that, as the technology is transferred from the engineering to the 
biomedical laboratories, novel, high-impact, currently unexplored 
applications will surface. Commercialization efforts and applica-
tion-driven academic collaborations across disciplines are key for 
these future developments.
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