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To detect the students’ concentration state in class-
room, a DS (Dempster—Shafer theory)-based evalua-
tion algorithm is proposed by measuring the students’
Euler angles of their facial attitude. The detection of
facial attitude angles can be implemented under the
surveillance video with lower pixels. Therefore, com-
pared with other methods for students’ concentration
evaluation, the proposed algorithm can be applied di-
rectly in most classrooms by the support of existing
monitoring equipment. By using DS theory to fuse the
concentration state of each student, the curve of stu-
dents’ overall concentration score changing with time
can be obtained to describe the overall classroom con-
centration state. The design of the algorithm is proved
to be feasible and effective under the dataset provided
by computer front camera. The realization of the
overall function effect of the algorithm is tested un-
der the 35-person classroom video dataset. Compared
with the average score from the questionnaire given by
20 reviewers, the accuracy of the proposed algorithm
is about 85.3%.

Keywords: concentration evaluation, facial attitude
recognition, Dempster—Shafer theory, classroom surveil-
lance video

1. Introduction

Many methods based on computer vision have emerged
to test students’ classroom concentration with the devel-
opment of the intelligent classroom. Among these meth-
ods, Mano et al. employed a model to identify and classify
students’ facial expressions and then assessed the emo-
tions in learning activity [1]; L. B. and G. G. proposed
a system to obtain the learner’s concentration level in e-
learning environment by detecting eyes and head move-
ment [2]; Duan proposed a evaluation system based on
machine vision to extract facial features to judge stu-
dents’ classroom concentration, which includes side face
algorithm, head lifting (bowing) algorithm and eye clo-
sure algorithm [3]; By detecting and counting the faces
in video, Sun took the sum of the effective head raising
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times and effective head lowering times as the concentra-
tion times [4]. Most of these methods evaluate the concen-
tration state by extracting students’ facial expressions or
measuring their eyes’ opening and closing degree, which
can only be applied in detection environment with high
pixels. However, the video provided by the monitoring
devices in most classrooms cannot guarantee such high
clarity. Besides, these methods mainly focus on single
student’s situation and pay little attention to the overall
classroom concentration state.

Therefore, taking the hardware conditions of the moni-
toring facilities in most classrooms at present into consid-
eration, a DS (Dempster—Shafer theory)-based concentra-
tion evaluation algorithm is proposed to detect the over-
all students’ concentration state by measuring their facial
attitude angles. Compared with the extraction of facial
expressions, the detection of head attitude angles can be
implemented under the surveillance video with lower pix-
els. Thus, the proposed algorithm can be applied directly
in most classrooms by support of the existing monitoring
equipment. For teachers, the overall concentration state
in the classroom is more important than that of individ-
ual student. However, it is difficult for teachers to detect
the students’ overall learning state in class when there is
a large proportion of teachers’ and students’ numbers. To
make up for this deficiency, the proposed algorithm fuses
the concentration state of each student by DS theory to ob-
tain the overall concentration score in the classroom. The
overall concentration score in class provided by the pro-
posed algorithm can help teachers to review the teaching
effect objectively and help improve teaching efficiency.

The proposed concentration evaluation algorithm
mainly includes three modulesf face detection, facial atti-
tude angle measurement, and concentration detection. In
the face detection module, MTCNN is used to extract face
images from classroom surveillance video. In facial atti-
tude angle measurement module, 2D key points in each
face image is detected and matched with 3D face model,
then the Euler angle is solved according to the rotation
matrix. In concentration detection module, the angle val-
ues are compared with the objective standard values to
score each student’s posture separately, then the attitude
scores of each student are fused with DS data theory to
get the overall concentration score in the classroom. Af-
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Fig. 1. The overall workflow of the algorithm.

ter the video reading is finished, the curve of the student’s
overall concentration state score about time is output.

The dataset used for experiment consists of two parts.
The design of the algorithm is proved to be feasible and
effective under the dataset provided by computer front
camera. The realization of the algorithm’s overall func-
tion effect in class is verified on the 35-person classroom
video dataset. The obtained scores of students’ concen-
tration state are basically consistent with objective obser-
vation results.

Section 2 introduces the methods to realize the evalu-
ation algorithm for concentration detection. The imple-
mentation and experimental verification of the algorithm
are described in Section 3.

2. Concentration Evaluation

Structure

Algorithm’s

In this part, the overall structure design of the algo-
rithm is introduced and the theoretical methods of the
three modules are elaborated.

2.1. The Algorithm’s Structure

The overall workflow of the algorithm is designed ac-
cording to the target function as shown in Fig. 1. The
classroom video is input into the face detection module.
The face detection is realized by using deep learning to
cut the single-person facial images and sent them to the
facial attitude angle detection module. The value of the
facial postures’ Euler angle is obtained through the fea-
ture points calibration and the solution of rotation matrix.
Input the Euler angle value of single face posture into
the concentration judgment module, and the single per-
son concentration score is given. The multi-person con-
centration score is fused by DS theory to get the whole
class concentration state score. The output consists of two
parts: the quantitative display of the concentration score
and the broken line graph of the score changing with time.
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2.2. Face Detection Module

Face detection refers to locating faces from video im-
ages. In this algorithm, the deep learning method based on
multi-task cascade convolution network MTCNN is used
for face detection and extraction.

Based on cascade framework, MTCNN mainly consists
of three sub-networks: P-Net (Proposal Network), R-Net
(Refine Network) and O-Net (Output Network). The im-
age processing is also divided into three steps from coarse
to fine according to the three-layer structure [5].

Image pyramid is acquired by multi-scale transforma-
tion at first to adapt to face image detection of different
sizes, and then the image pyramid is sent to P-Net for pro-
cessing. P-Net mainly uses a full convolution network to
obtain the bounding boxes of face regions and the bound-
ing regression vector groups of these candidate frames
from the image pyramid constructed in the previous step,
and then evaluate and calibrate these candidate frames.
Finally, non-maximal suppression (NMS) is used to re-
move a large number of repeated candidate regions. The
output is the four coordinate information of the detected
n candidate frames, the probability value of the candidate
frame as a face, and the feature point positions of the face
images. The input of R-Net layer is the output of P-Net
layer. Compared with P-Net layer, there is a full connec-
tion layer (FC), which can be processed in more detail. O-
Net adds a convolution layer on the basis of R-Net layer,
and after more refined processing of candidate face areas,
the output of this layer (as well as the MTCNN) includes
three parts: bounding boxes’ coordinate information and
the probability that they are face images, and more accu-
rate locations of 5 feature points of the face [6].

2.3. Face Attitude Angle Measurement Module

The video file captured and played by the camera is ac-
tually a 2D plane world, and the facial attitude angle is
measured for the realistic 3D environment. Therefore, to
determine the attitude angle, it is necessary to restore the
true 3D pose of the object through the obtained 2D im-
age information. That is to complete mapping transforma-
tion and calibration between four coordinate systems: 2D
coordinates in pixel coordinate system, 2D coordinates
in image coordinate system, 3D coordinates in camera
coordinate system and 3D coordinates in world coordi-
nate system. The mapping transformation relationship be-
tween the four coordinate systems is shown in Eq. (1) [7].
Where (u,v) is the feature points’ 2D coordinate in the
pixel coordinate system which can be detected directly,
and (X,,Y,,Z,) is the given 3D standard coordinate in
the world coordinate system. (fx,fy) is the component
of the focal length on the horizontal and vertical axes, and
(up,vo) are optical centers. The rotation translation ma-
trix (R T) is the target object attitude matrix. Make some
approximate treatment to the image and camera parame-
ters.

Considering that the focal length is equal to the image
width and the optical center is close to the image center.
Then the rotation matrix R which is required to determine
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Table 1. 3D standard reference coordinates of key points.

Outer corner of the Outer corner of the . Left corner of the Right corner of the .
. Nose tip Chin
left eye right eye mouth mouth
—225, 170, —135 225,170, —135 0,0,0 —150, —150, —125 150, —150, —125 0, =330, —65
the facial attitude angle can be solved [8].
1 J
—_ u :
u dx 0 f 00 X Pitch
- 1
Y “lo o w 0 f O|(R T)|VYs N
Y 00 1 Zy
0 0 1
fo 0 uo Xy Roll
=10 f, w|(R T)|X (D)
0 0 1 Zy

In practice, it is only need to detect the position changes
of key points on the face. Extracted outer corner of the
left eye, outer corner of the right eye, nose tip, left corner
of the mouth, right corner of the mouth and the chin as
the six key points for observation. Using Dlib model to
obtain the pixel coordinates of these six feature points,
and referring to the biological frontal facial features, the
3D standard reference coordinates are shown in Table 1.

This algorithm uses the three Euler angles: Pitch, Yaw,
and Row to describe facial posture [9], as shown in Fig. 2.

Therefore, the quaternion method is used to process the
rotation matrix R to solve the Euler angles. The principle
formula of the quaternion method is shown as Egs. (2)
and (3). Where « is the angle of rotation around the rota-
tion axis, cos 3, cos B,, and cos 3; are the component of
the rotation axis in the X, Y, and Z direction [10].

W = cos =
2
o
x:sinzcosﬁx
o )
.o
y:smicosﬁ’y
.o
Z:smicosﬁZ
2
_ arctan 2P Y2)
0 1—2(x2+y?)
0 | = | arcsin2(wy—zx) 3)
14 2
) arctan%
1-2(y*+2%)

2.4. Concentration Determination Module

Combining the principle of facial attitude measurement
module with experimental verification, the upper limit of
the maximum angle of three Euler angles in practice is de-
tected first. This is because in the theoretical calculation
of facial attitude, the default maximum angle is taken as
the theoretical maximum value of 180. However, in ac-
tual detection, the face image comes from the MTCNN as
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Fig. 2. Facial attitude Euler anglers.

described in Section 2.2, when the deviation between the
facial attitude angle and the standard position is too large,
the image of the face area captured by camera will be too
small to be detected by the MTCNN. Then the facial atti-
tude angle of the object cannot be calculated. Therefore,
in practical application, the three Euler angle values have
a maximum detection limit. The standard value and scor-
ing formula of Euler angle in single person concentration
determination obtained from the test are shown in Table 2.

It is considered that the three Euler angle values have
the same influence factor on the concentration score re-
sult. Use DS evidence theory to fuse single-person score
to get multi-player concentration score. The common data
fusion methods include Kalman filter, Bayesian method,
DS evidence theory, fuzzy logic, and so on. The reasons
for choosing DS evidence theory can be summarized as
follows:

i. The score of each student is synthesized by three Eu-
ler angles, and one of the advantages of DS synthesis
formula is that it can integrate the knowledge or data
from different experts or data sources.

ii. The data between the three Euler angles and the indi-
vidual students are independent of each other, which
meets the requirements of DS evidence theory for
prior data.

iii. The prior data in the fusion process is the individual
concentration score of each student, which is more in-
tuitive than that in probability reasoning theory [11].

Therefore, compared with Bayesian method which is
more inclined to classification [12] and Kalman filter
method based on model prediction [13, 14], the DS evi-
dence theory is chosen to fuse students’ score.

After the processing of the previous function module,
the Euler angle of each student’s facial attitude in the
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Table 2. Euler angles’ scoring standard (degree).

Euler angle Detection range Standard value Scoring formula
Pitch (front camera) [—180,—155] U [+155,4180] +180 2 —|Pitch|/90
Pitch (classroom video) / 170 ||Pitch| — 170 /180
Yaw [—55,455] 0 |Yaw|/180
Roll [—46,+46] 0 |Roll| /150

target picture has been detected. Regard each detected
object’s facial attitude angle as an information source,
and each information source is independent of each other.
Each information source includes a group of three Euler
angles, and the score of each angle term can be regarded
as an independent evidence body, so the multi-person con-
centration data fusion can be regarded as an information
fusion problem of n independent information sources and
each information source includes three evidence bodies.
The video data is processed in the form of frames, so the
information obtained from each frame can be regarded as
the fusion in the spatial domain, that is, the fusion be-
tween three evidence bodies of each detection object. Us-
ing the DS theory formula shown in Egs. (4) and (5) to
merging data between information sources [15], the over-
all concentration score of students in the current class-
room can be obtained.

1
mi(h;) = X mi(hi1) -mi(hi2) - --mi(hin), (4)
hitNhipN-Nhiy=h;
K = mi(hir) -mi(hi2) - - - m;(hin)

hitNhipN-+Nhip 70

=1- m,-(h,-l) 'm,'(l’liz) .. .mi(hm). (5)

hitNhipNe-Nhiy 70

Among the formula, m(hyx), mo(hy), and ms3(hsi)
represent three evidence bodies of facial attitude angel:
score of Pitch, Yaw, and Roll respectively, and k repre-
sents the k-th student [16].

3. Experimental Verification and Result Anal-
ysis

The experimental verification of the overall algorithm
is completed under two parts of dataset. In this section,
the video provided by the computer front camera is firstly
used to test the effectiveness and correct accuracy of the
face detection module and face attitude angle measure-
ment module. The realization of the overall function ef-
fect of the algorithm is tested under the 35-person class-
room video dataset.

3.1. Experiment of Face Detection

In the experiment of face detection, the main parame-
ters of MTCNN is set as shown in Table 3, which mainly
includes three parts:
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Table 3. Parameters set of MTCNN.

Parameters Value
minsize 10
P-Net threshold 0.7
R-Net threshold 0.8
O-Net threshold 0.8

factor 0.709

& Proportion of detected faces in total number

o [ 91.43 [ 91.43
90 [\ /\
89 |\ 88.57 [\
i [ / [\
87 [ / [\
g 8571 | \8s.71/ 85.71 [ \ss.71
\ | / A
85 \ |
84 \ 82.86/
83 \\—\
82
0 2 4 6 8 10 12
Time (sec)

Fig. 3. Face detection rate versus time.

i. Minsize is the minimum image size for face detec-
tion. Images smaller than this size will be ignored for
face detection.

ii. Factor is the iteration step value for reducing the pic-
tures size, the images are transformed to meet the re-
quirements according to this scale.

iii. Threshold of three network layers. The probability
value of candidate boxes that contain face obtained
by each layer network is compared with the thresh-
old value of this layer network. Candidate boxes
with larger probability value than this threshold can
be sent to the next layer network for further screen-
ing.

Face detection effect is tested under the 35-person
classroom video dataset. It is known that the frame rate
of the video data used in the experiment is 24 frames per
second. In the experiment, the video image is sampled ev-
ery 12 frames (that is every 0.5 seconds), and a 10-second
classroom video is randomly intercepted for detection.
The detection rate is shown in Fig. 3.

The screen result of detection effect is shown in Fig. 4.
From Figs. 3 and 4, it can be seen that for the real 35-
person classroom with adverse conditions, including stu-
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Fig. 4. The effect of face detection on MTCNN network
under classroom.

Fig. 5. Part of the single face images obtained from the face
detection module.

dents who climbing on the desk or be obscured and so
on. The overall face detection rate of the used MTCNN
network can reach for around 85%. For single person ex-
periment with computer front camera, the detection rate
of MTCNN network can be certainly reach 100%. Part
of the single face images obtained from the face detection
module are shown in Fig. 5.

3.2. Experiments for Face Attitude Angle Measure-
ment

As the principle described in Section 2.3, the Dlib
model is used to obtain the coordinates of the six key
points firstly. DIlib model is the most widely used face
feature point detect model. After a large number of image
training by machine learning, the Dlib model can accu-
rately mark 68 feature points on the face image. Accord-
ing to the number of 68 feature points obtained by Dlib
model, the coordinates of six key points can be obtained
as described in Table 1.

The marked effect of the six key points is shown in
Fig. 6.

Take the video from computer front camera as input,
after the step of rotation matrix calculation and Euler an-
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Fig. 7. Face attitude measurement result of front camera
experiment.

Fig. 8. Face attitude measurement result of front camera
experiment.

gle solution, the visualization effect of facial attitude mea-
surement module is realized as shown in Fig. 7. The Euler
angle of the currently detected facial attitude is displayed
in the upper of the screen. The three numbers represent
the values of yaw angle, pitch angle and roll angle in turn.
After fine-tuning the coordinates under the world coordi-
nate system of the key points on the face, the Euler angle
of facial pose can be detected accurately as shown.

The facial attitude measurement experiment under the
classroom surveillance video shows the result in Fig. 8.
The Euler angle of facial attitude is calculated on the sin-
gle face images cut by MTCNN as described Section 3.1
individually, and then summarized into the overall image
of the classroom. Enlarge the images of single person, the
results are shown in Fig. 9.

According to the principle of facial attitude measure-
ment described in Egs. (1)—(3), and the visualization mea-
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(a)
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Fig. 9. Facial attitude measure result of single person under
classroom surveillance video.

surement results shown in Figs. 7 and 8, it can be seen
that in the experiment of computer front camera with high
pixel ratio, the Euler angle obtained by proposed facial
attitude measurement method basically conforms to the
objective situation. In the experiment under the class-
room surveillance video dataset with more complex en-
vironment, the accuracy of face attitude angle measure-
ment depends on the accuracy of facial key points mark-
ing. However, for some face images with large elevation
angle, there are inevitably some errors in key points mark-
ing.

3.3. Experimental Verification Based on Front
Camera

Under the computer front camera, the single-person
concentration detection shows the result as in Fig. 10. The
picture includes four parts of information:

i. The number of people detected in the current class-
room is in the upper right corner of the screen.

ii. Personal concentration score is shown above the face
image. When the score is greater than 75, it will be
displayed in green font; if the score is less than 75,
the font will be marked with red for warning.

iii. The corresponding warning signal is displayed above
the individual score when the Euler Angle score is
lower than the given threshold (Pitch, Roll, and Yaw
corresponds to ‘Look straight,” ‘Look ahead,” and *Sit
up,’ respectively).

iv. The overall score in the current classroom is dis-
played in the upper left corner of the screen. Ac-
cording to the score, the overall concentration atmo-
sphere is divided into three grades: “focused,” “rela-
tively focused,” and “unfocused.” When the overall
concentration score is higher than 70, it can be con-
sidered that the overall atmosphere of the classroom
is in the state of “focused,” and the score is displayed
in green font. When the overall concentration score
is between 30 and 70, the overall atmosphere is con-
sidered to be in a state of “relatively focused,” and the

896 Journal of Advanced Computational Intelligence

atmosphere 55

Fig. 10. Screen results of front camera experiment.

Table 4. Comparison of algorithm score result.

Artificial | Score score from algorithm | Accuracy
69.5 61 87.8%
43.5 37 85.1%
66.75 78 83.1%

score is shown in yellow font. When the overall con-
centration score is less than 30 points, the students in
classroom are considered to be in the state of “unfo-
cused,” then the score will be shown in red.

Select three images of student with different facial at-
titudes. Let 20 people grade the concentration state of
the student in the picture separately, then take the aver-
age score of the artificial result as the objective standard
of the student’s concentration state. Compared with the
score provided by the algorithm, the results are shown in
Table 4.

As the data shown in Table 4, if regard the average
result from the 20-people questionnaire as the objective
score of the student concentration state, the accuracy of
this estimation algorithm can achieve about 85.3%.

3.4. Experimental Verification Based on Classroom
Surveillance Video
The concentration detection experiment under the
classroom surveillance video shows the result as in
Fig. 11. The picture includes four parts of information
the same as introduced in Section 3.3.
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Fig. 11. Screen results of classroom video experiment.

Test the application effect of the algorithm in the tradi-
tional classroom on a 20-minute video data which is cut
out randomly from the 35-person classroom surveillance
video. The frame rate of video data used in the experi-
ment is known to be 24 frames per second. In the experi-
ment, the video image is sampled once every 720 frames
(i.e., every 30 seconds). After the video is read out, the
line graph of concentration score changing with time is
obtained as shown in Fig. 12. The number of detected
people at every time point is as shown in Fig. 13.

According to the time display on video monitor, among
the 20 minutes of the classroom video used in this test,
there is a 5-minute break between the 10th and 15th min-
utes. Combining Figs. 12 and 13, the graph line is shown
in Fig. 14, where the interval of vertical dotted line is a
S-minutes of interclass time.

As can be observed from Fig. 14, in the first half of the
video, although the concentration score and number of de-
tected people fluctuated, the overall position remained in
a relatively high level. Near the end of the class, students
began to stir and the fluctuation of data increased. Dur-
ing the 5S-minute break, the number of students facing the
platform (camera) decreased due to their free activities,
and the number of students detected showed a significant
drop as well. By the 15th minute, the break was over,
the students returned to their seats and faced the platform
(camera) to back to the class state again. The overall con-
centration score and the number of people detected in the
classroom showed a vibration rebound and gradually re-
turned to the same situation as 10 minutes before the end
of the class.
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Fig. 12. Concentration score results of classroom video ex-
periment.
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Fig. 13. The number of detected people at every time point.
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Fig. 14. Combination of concentration score and number of
detected people.

4. Conclusion

To detect the students’ concentration state in class, a
DS-based evaluation algorithm is proposed by measur-
ing the students’ Euler angles of their facial attitude. By
using the video data of classes provided by the existing

Journal of Advanced Computational Intelligence 897

and Intelligent Informatics



Li, S. etal.

surveillance devices in classrooms, the objective descrip-
tion of the class is obtained. In the proposed algorithm,
the MTCNN is used to extract face images from class-
room surveillance video. The 2D key points in each face
image is detected and matched with 3D face model, af-
ter that the Euler angle is solved according to the rotation
matrix. The angle values are compared with the objec-
tive standard values to score each student’s posture sepa-
rately, then the attitude scores from each student are fused
with DS data theory to estimate the overall concentration
score in the classroom. After the video reading is finished,
the curve of the student’s overall concentration state score
about time is output.

Compared with other methods for students’ concentra-
tion measurement, the proposed estimation algorithm can
be implemented under the surveillance video with lower
pixels, so it can run under the support of the existing mon-
itoring equipment in most classrooms. It also designed
to give the overall concentration score of the class which
helps teachers to review the teaching effect objectively
and improve teaching efficiency.

The idea of using the facial attitude angle to detect stu-
dent concentration is proved to be feasible under the data
provided by the computer front camera. The overall func-
tion of the proposed algorithm is tested on the 35-student
classroom video dataset. Compared with the average
score from the questionnaire given by 20 reviewers, the
obtained scores of students’ concentration are proved to
be consistent with objective observation with the accuracy
for about 85.3%.

In future studies, we will try to add more criteria to the
scoring rules. At present, the proposed algorithm scores
the students’ concentration state by detecting their facial
attitude angles, so only the students facing the camera can
be involved into the algorithm. However, many distracted
students in reality (such as those who are playing mobile
phones or sleeping) can not be extracted by face detection.
To take those behavior into consideration, posture recog-
nition need to be added into scoring. Then the influence
of the students who can not be extracted by the face de-
tection can be taken into account. Through refining these
details, the algorithm will provide more comprehensive
and reasonable estimation of concentration state.
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